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Abstract
Classical and quantum aspects of perturbations in Primordial Universe

Alice Boldrin

The quest for a comprehensive description of the initial stages of our Universe leads
through the understanding of quantum gravity. In this work, our aim is to obtain a
Hamiltonian formulation suitable for canonical quantization. Moreover, we assume
that the early Universe can be described with fewer initial symmetries, thus we aban-
don the isotropy assumption and instead explore anisotropic universes, beginning
with the simplest one, namely Bianchi I.

The presence of small initial fluctuations in the early universe can be well described
by perturbations around a homogeneous background. General relativity (GR) is
a constrained system, and we apply the so-called Dirac procedure for constrained
systems to derive a gauge-invariant Hamiltonian formulation suitable for quantiza-
tion. In this work, we present how this procedure can be extended to a generic
background and its relation to the Kuchař decomposition. Subsequently, we apply
this formulation to a Bianchi I universe, obtaining new and interesting results on
the gauge-invariant representation of matter and geometry perturbations. Contrary
to the Friedman-Lemaître-Robertson-Walker (FLRW) case, in which all the modes
decouple, in Bianchi I we see that scalar and tensor modes do not decouple.

We show that new types of gauge-fixing conditions exit in this case. For instance,
a gravitational wave can be encoded into scalar modes, by introducing a new gauge
which is not valid in FLRW.

Furthermore, we make a first step towards a consistent and unified quantization of the
composite system made of a background mode and perturbation modes. Specifically,
we study tensor modes in a FLRW universe. We focus on the relation between the
choice of internal time of the universe and the quantum evolution it undergoes. Our
results indicate that the time reparametrization invariance in general relativity affects
the quantum evolution of the background and perturbation modes. However, in the
classical limit, i.e. for a large universe, the dynamics becomes unique. Thus, the
predictive power of the theory is maintained.
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Streszczenie
Classical and quantum aspects of perturbations in Primordial Universe

Alice Boldrin

Droga do kompleksowego opisu początkowych etapów naszego Wszechświata prowadzi
przez zrozumienie grawitacji kwantowej. W tej pracy naszym celem jest uzyskanie
sformułowania Hamiltonowskiego odpowiedniego do kanonicznej kwantyzacji. Za-
kładamy ponadto, że wczesny Wszechświat można opisać z mniejszą liczbą początkowych
symetrii, dlatego rezygnujemy z założenia izotropii i zamiast tego badamy anizotropowe
wszechświaty, zaczynając od najprostszego, mianowicie Bianchi I.

Obecność małych początkowych fluktuacji we wczesnym Wszechświecie można dobrze
opisać za pomocą perturbacji wokół jednorodnego tła. Ogólna teoria względności
(OTW) jest systemem z więzami, i stosujemy tzw. procedurę Diraca dla systemów
z więzami, aby wyprowadzić sformułowanie Hamiltonowskie niezmiennicze względem
cechowania, odpowiednie do kwantyzacji. W tej pracy pokazujemy, jak tę procedurę
można rozszerzyć na dowolne tło oraz jej związek z dekompozycją Kuchařa. Następnie
stosujemy to sformułowanie do wszechświata Bianchi I, uzyskując nowe i interesujące
wyniki dotyczące reprezentacji niezmienniczej względem cechowania dla perturbacji
materii i geometrii. W przeciwieństwie do przypadku Friedman-Lemaître-Robertson-
Walker (FLRW), w którym wszystkie mody się wszechświata typu odsprzęgają się, w
Bianchi I widzimy, że mody skalarne i tensorowe się nie odsprzęgają się.

Pokazujemy, że w tym przypadku istnieją nowe typy warunków uniezgadniania ce-
chowania. Na przykład fala grawitacyjna może być zakodowana w modach skalarnych,
poprzez wprowadzenie nowego cechowania, które nie jest ważne w FLRW.

Ponadto, wykonujemy pierwszy krok w kierunku spójnej i całkowitej kwantyzacji
złożonego systemu składającego się z modu tła i modów perturbacyjnych. W szczegól-
ności badamy mody tensorowe we wszechświecie FLRW. Skupiamy się na związku
między wyborem wewnętrznego czasu Wszechświata a jego kwantową ewolucją. Nasze
wyniki wskazują, że niezmienność względem przekształceń czasu w ogólnej teorii
względności wpływa na kwantową ewolucję modu tła i modów perturbacyjnych. Jed-
nak w klasycznym limicie, tj. dla dużego wszechświata, dynamika staje się unikalna.
Tym samym moc predykcyjna teorii jest zachowana.

HTTP://WWW.NCBJ.GOV.PL
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1

Introduction

The quest for quantum gravity aiming to deepen our understanding of spacetime,
overcome the current limitations, and achieve a unified description of the universe,
has been ongoing for more than 80 years [1–3]. Approaching quantum gravity means
deepening our understanding of quantum mechanics (QM) and general relativity
(GR). Quantum mechanics is very successful at explaining atomic-scale phenomena
but ignores gravity’s effects predicted by general relativity. These theories have rev-
olutionized our understanding of the universe, yet they turn out very incompatible
in attempts to describe such extreme phenomena as black holes or the origin of the
universe. A quantum gravity (QG) theory might help us go beyond the limits of GR
marked by singularities within black holes [4] and the puzzle of information loss in
black holes [5, 6], as well as the initial singularity in the early universe. By filling this
gap, QG promises us an enhanced understanding of spacetime and of the fundamental
nature of gravity.

The aim of this thesis is to introduce some necessary tools such as a Hamiltonian
description of a cosmological system for a more complete approach towards quantiza-
tion. We study the early universe, through cosmological perturbation theory, which
in turn allows us to study the small geometry and matter fluctuations present in the
early universe. These inhomogeneities eventually grew into the large-scale structures
we observe today, such as galaxies, clusters, and cosmic filaments [7]. In particular,
perturbation theory enables us to explain the slight temperature fluctuations in the
cosmic microwave background (CMB) across the sky [8]. These fluctuations carry in-
formation about the universe’s early conditions, including its composition, geometry,
and history of expansion. Most importantly, we are then able to make predictions
about observable quantities, such as the CMB power spectrum, galaxy clustering,
and gravitational lensing. By comparing these predictions with observational data
from experiments like the Planck satellite [9], we can test and refine our cosmological
models, shedding light on the initial state of the universe and its evolution. It is
also important to constantly refine and expand our theoretical framework to make
maximal use of forthcoming data from experiments, such as LiteBIRD, CMB S4 and
Cosmic Origins Explorer (CORE) [10–13].

The approach we take involves formulating a Hamiltonian description of GR in per-
turbation theory around generic homogeneous backgrounds. The fact that GR is a
constrained theory also holds in perturbation theory with the difference that now,
the latter is not a totally constrained system, as it includes both constraints and a
non-vanishing part. As such, we are able to apply the Dirac method for constrained
systems [14–16], which consists of identifying the primary constraints, constructing
the total Hamiltonian by adding these constraints to the initial Hamiltonian, and
deriving the secondary constraints through the Poisson brackets by imposing the con-
sistency of the constraints. This process is repeated iteratively until all constraints
are accounted for, thereby allowing for a consistent Hamiltonian formulation. Once
we find the Hamiltonian formulation, by using the Dirac observables, which are gauge
invariant variables commuting with the constraints, we obtain a physical description



2 Introduction

of our Hamiltonian without constraints. This procedure enables to separate the dy-
namical degrees of freedom from the unphysical ones that can be used to reconstruct
the spacetime. More simply, the obtained gauge-invariant Hamiltonian written in
terms of the Dirac observables allows us to explore different gauges with little effort
but still keeping the physical description invariant.

Once this formalism is established, we can apply it to specific backgrounds. Previ-
ously, it has been used for the Friedman-Lemaître-Robertson-Walker (FLRW) back-
ground [17], which describes a homogeneous and isotropic universe. However, in this
work, we apply it to an anisotropic universe described by the Bianchi I background,
which is the simplest anisotropic cosmological models.

Although current observations indicate that the Universe today is well described by
isotropic and homogeneous backgrounds [9], this has been disputed (see, e.g. [18])
and may not have always been the case. It is widely believed that as we approach
the initial singularity, the conditions of the early universe could have been different,
because of unstable symmetries. The absence of symmetries would have played a
crucial role in the dynamics during those early stages.

By relaxing the strict symmetry assumptions, we aim to achieve a more nuanced and
realistic description of the primordial universe. The Bianchi I universe, which allows
for anisotropic expansion, is a good starting point for exploring these early conditions.
Understanding anisotropic effects is not only theoretically interesting but may also
be essential for constructing a more comprehensive picture of the universe’s evolution
from its inception to its current state [19]. The quantization of the Hamiltonian
formalism will serve as a starting point to deepen our understanding on this very
topic.

In order to better understand how to quantize the Hamiltonian in Bianchi I, we
decided to simplify our system. We quantize a FLRW background mode and pertur-
bations (tensor) modes in such a way as to obtain a bounce scenario, avoiding the
initial singularity and introducing clear quantum effects into the model. By using
the Dirac observables and their property of being non-dynamical quantities, we were
able to tackle one of the big conceptual problems encountered when trying to merge
QM and GR, i.e. the time problem [20]. This issue has been widely discussed, yet
with no widely accepted solution. Although many papers have been published on this
topic, our novel approach focus on the trajectories of both the background and per-
turbations in a semi-classical approximation leading to new and interesting results.
In particular, we find that the time problem is relevant only around the bounce and
disappears once we approach a classical domain. Hence, the theory is predictive for
this regime, where the classical approximation is valid.

The outline of this thesis is the following: In Ch. 1 we discuss the theory behind
constrained and gauge systems, in Ch. 2 we present our method for a generic back-
ground and in Ch. 3 we apply the method to a Bianchi I background. Finally, in Ch.
4, we tackle the time problem using the Dirac observables.
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CHAPTER1
Constrained systems

In this chapter we are going to introduce the mathematical background needed for
the understanding of the Dirac method, which is the fundamental tool used in the
other chapters. Some of the material and examples in the following sections have been
written following my personal notes of the lectures on "Advanced General Relativity"
given by Prof. J. Lewandowski at the University of Warsaw in the summer semester
of 2020.

1.1 ADM formalism

The ADM formalism [21] splits spacetime into a family of space-like 3-dimensional
hyper-surfaces {Σt}t∈R, each of which is defined at an instant of time t, glob-
ally defined. More formally, a generic hypersurface Σ ∈ {Σt}t∈R is said to be a
co-dimension 1 (i.e. dimension D) space-like subsurface in a (D + 1)-dimensional
pseudo-Riemannian manifold1 (M, g). The coordinates on the hypersurfaces Σ will
be denoted by xa, while the coordinates in the manifold M will be yµ. We use Greek
indices for (D+ 1)-dimensional quantities, and Latin indices for D-dimensional quan-
tities.

gµνdy
µdyν

M

γabdx
adxb

Σ0

n

Figure 1.1: Representation of the manifold M together with a vector
belonging to the vector field n normal to the subsurface Σ0 .

Since, by definition, these subsurfaces are chosen to be non-null, the intrinsic ge-
ometry γ of Σ, which is the restriction of the total metric g in the surface Σ, is

1We denote the metric 2-form by g, that is g = gµνdxνdxµ. We work with signature +2.
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non-degenerate. In other words, the rank of the matrix form of γ is the highest pos-
sible. This is important since a non-null surface allows us to define a vector field
n = nµ∂µ normal to the surface Σ, which is also not tangent to Σ itself (Fig. 1.1).
The normalization of n at each point can be chosen to be2 nµnµ = ±1. Physically
speaking, the existence of n ensures that a time-like or light-like path in this formal-
ism consists of a succession of points each one in a different hyper-surface, e.g. Σt,
Σt+dt, and so on (Fig. 1.2a). Alternatively, the dynamics can be seen as each sheet
Σ(t) representing a t-dependent embedding ϵt of a standard co-dimension 1 surface σ
(Fig. 1.2b). From this point of view, all the points yµ of M (the spacetime manifold)
are the images (under the embeddings) of the fixed point xa on the standard surface
σ.

M

Σt

Σt+dt

(a)

M

Σ(t)

σxa

yµ = (t, ϵbt(x
a))

t

(b)

Figure 1.2: Representation of 4-dimensional spacetime, with its evo-
lution described by the evolution of a fixed 3-dimensional hypersurface.

The two approaches presented above are equivalent and each one of them is better
suited to different contexts. Unless otherwise stated, we will use the first approach.

The ADM formalism involves splitting spacetime into space-like hypersurfaces, or
sheets, each at a specific time coordinate. This approach allows for a clear separation
of spatial and temporal components. This implies that the usual quantities defined in
the manifold M should also be split in space-like and time-like components. It is
thus instructive to start by looking at the metric whose purpose is indeed to describe
the geometry of the spacetime. We need to introduce two ad hoc quantities, the so
called lapse function and shift vector (Fig. 1.3). The first one is the temporal
component of the normal vector describing how time evolves from one sheet to the
another, i.e. it describes how much time has passed for an observer travelling between
two neighbouring hypersurfaces. The latter is a 3-dimensional vector which describes
the shift from a point xi in the sheet Σt to a point xi + dxi in the sheet Σt+dt. The
lapse and shift can be mathematically defined as

dτ = Ndt;
xi

Σt+dt
= xi

Σt
−N idt.

(1.1)

2The sign of the normalization of n depends on the choice of the metric signature. In our work,
considering signature +2, we have nµnµ = −1.
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M

Σt

Σt+dt

N

N i

Figure 1.3: Representation of the role of the lapse and shift function
in the definition of coordinates system in the 4-dimensional spacetime.

where τ is the proper time. With the introduction of the lapse and shift, the metric
in this formalism can be defined as follows

ds2 = − (Ndt)2 + γij

(
dxi +N idt

) (
dxj +N jdt

)
. (1.2)

We can now study the dynamics in this formalism. To do so, as per usual, we just
need to vary the action S =

∫
dD+1x L with respect to the metric and study the

conditions for which δS = 0. For simplicity, in what follows we consider the case in
which D+ 1 = 4. The Lagrangian density, up to some constant3, is

L =
√

−g (4)R, (1.3)

where (4)R is the Ricci scalar in the spacetime manifold. The first step is to write the
curvature of the spacetime manifold M in terms of the curvature of the 3-dimensional
hypersurface Σ and the extrinsic curvature4 Kij . The extrinsic curvature is defined
as

Kik =
1

2N (Ni;k +Nk;i − γ̇ik) , (1.4)

where Ni;k is defined by Ni;k = γjiDkN
j , and where Dk is the 3-dimensional covariant

derivative calculated from γij . The quantity γ̇ik is the Lie derivative of the spatial
metric with respect to the time t, i.e. γ̇ik = ∂γik

∂t . The lapse and shift, which are non-
physical coordinates, are necessary in Eq. (1.4) to account for the non-orthogonality
of the time flow, as the hypersurfaces are curved differently. Thus, through Eq. (1.4),
we can consider the variation of the 3-metric γij from one sheet to another. After
some computations [22, 23] we find one of the so called Gauss-Codazzi equations

(4)Rm
ijk = (3)R m

ijk + (nµnµ)
−1
(
KijKk

m −KikKj
m
)

, (1.5)

3Considering G = c = 1, one could usually introduce in the definition of the Lagrangian a factor
1

16π [22].
4The extrinsic curvature represents the curvature of an embedded subspace, i.e. in our case it is

the curvature of the hypersurface Σt embedded in the manifold M.
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where (3)R m
ijk represents the intrinsic curvature of the hypersurface Σ, which, along

with the extrinsic curvature, describes the curvature of the 4-geometry. Notice that,
when the extrinsic curvature vanishes, the curvature of the 3-geometry equates the
one in the 4-geometry. Contracting the indices of the Riemann tensor we can now
obtain the Ricci scalar

(4)R = (3)R+ (nµnµ)
[
TrK2 − (TrK)2

]
+ 2(nµnµ)

(4)Ri
jij , (1.6)

where TrK = γijKij = Kj
j and TrK2 = Kj

mKm
j . As previously mentioned, we want

to derive the equations of motion from δS = 0, allowing us to ignore total divergences
in the Lagrangian. Therefore, the ADM Lagrangian is given by

LADM
=

√
−g

[
(3)R+ (n · n)

(
(TrK)2 − TrK2

)]
. (1.7)

We can finally write the action as5

S =
∫

L d4x =
1

16π

∫ √
−γ

[
(3)R+ (nµnµ)

(
(TrK)2 − TrK2

)]
N d4x. (1.8)

The 4-metric density can be written using the 3-metric density and lapse function,
that is, we have

√
−g =

√
−γ N by using (1.2). For the sake of this section’s clarity,

we are ignoring the matter contribution to the action. We integrate Eq. (1.8) by
parts and ignore the surface terms, which, although they do not contribute to the
bulk dynamics, can still impose relevant boundary conditions. After performing the
necessary computations [22], we obtain the following result:

S =
1

16π

∫ [
πij γ̇ij −NH0

(
πij , γij

)
−NiHi

(
πij , γij

)]
d4x, (1.9)

where
H0(π

ij , γij) = γ−1/2
[
Trπ2 − 1

2
(
Trπ2

)]
, (1.10)

is called the superhamiltonian, whereas

Hi(πij , γij) = −2πij
;k (1.11)

is called the supermomentum. The quantity

πij = γ1/2
(
gijTrK −Kij

)
(1.12)

is the canonical momentum which accounts for the extrinsic curvature contribu-
tion, and it is conjugate to the spatial metric γij . Notice that the integrand in Eq. (1.9)
has the same form as the inverse Legendre transform of L. The Hamiltonian is thus
given by

Hgravity =
∫
(NH0 +N iHi)d3x. (1.13)

Eq. (1.13) can be written in a more compact way defining a vector Cµ = (H0, Hi),
hence obtaining

Hgravity =
∫

d3xNµCµ. (1.14)

According to the variational principle, δS = 0 under infinitesimal variations δγ and
5The coefficient in front of the integral comes from the use of natural units.
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ΓC ⊂ Γ

Γ

Figure 1.4: Representation of the constraint surface ΓC on the
manifold Γ.

δπ around the physical solution, which represents the extremum of the action S.
As is known, variables with no time derivative in the equation of motion (eom) are
considered auxiliary variables. In Eq. (1.9) we see that both the lapse N and shift
N i are auxiliary variables and take the form of Lagrange multipliers.

In particular, if we vary the action with respect to the lapse function N , we get
that H0 = 0, analogously by varying the shift vector N i we get Hi = 0. This results
implies that the superhamiltonian H0 and supermomentum Hi are constraints of our
system. This known result arises due to the general covariance of General Relativity,
i.e., the freedom to choose the spacetime coordinates.

1.2 Constraints and gauges
The study of constrained systems has been of great interest for a long time due to
the relevance that these systems have in physics. This is very much so in General
Relativity since, as seen in Sec. 1.1, the gravitational Hamiltonian is a constraint
of the theory. In this section, we will give a mathematical description of constraints
and gauges within the context of phase space. Our main goal is to offer readers a
geometric intuition, useful to better understand the Dirac method for constrained
systems. We will then focus on the concept of gauge transformations which usually
arise in constrained systems, and conclude with a discussion of physical observables,
known as Dirac observables, that can be derived from the theory.

1.2.1 Geometrical description of constraints

We start by considering a phase space described by a symplectic manifold (Γ, Ω),
where Γ is an even dimensional manifold with an associated symplectic 2-form Ω, i.e.
a closed 2-form, where closed means dΩ = 0. We are interested in understanding
what happens when the system is constrained to lie in a subset ΓC of the phase space
(see Fig. 1.4), identified by the condition C = 0, where C : Γ → R |C ∈ C∞(Γ).
By imposing the condition C = 0, we are eliminating one of the dimensions of our
initial manifold Γ obtaining ΓC , a co-dimension 1 manifold. By definition, we thus
have that the space (ΓC , ΩC) is not symplectic6. This also means that the associated
2-form ΩC might be degenerate, where a form is said to be non-degenerate iff X⌟Ω =

6It is important to have a symplectic manifold for the Liouville’s theorem to hold.
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XνΩµν = 0 ⇔ X = 0. In this context, the symbol ⌟ denotes the contraction of a
vector field (X in this case) with a n-form (Ω where n = 2). We notice that ΩC is
degenerate with respect to the vector field δC defined by δC⌟Ω = −dC, where δC

is a vector tangent to ΓC . Indeed, one can show that the vector field δC lies in the
C = 0 plane, since7

δC⌟ dC = −δC⌟ (δC⌟Ω) = 0. (1.15)

Eq. (1.15) holds because Ω is antisymmetric, that is δC⌟ (δ′
C⌟Ω) = −δ′

C⌟ (δC⌟Ω).
From the linear property of the pullback obtained from ψ : ΓC → Γ, it is easy to see
that8

δC⌟ΩC = δC⌟ψ∗Ω = ψ∗(δC⌟Ω) = 0, (1.16)

which proves the degeneracy of ΩC along the direction δC . From Eq. (1.15) we
conclude that moving along the directions generated by the vector field δC , our system
does not change, i.e. δC generates a gauge transformation.

At this point, given that the subspace ΓC is not physical, we need to find the physical
phase space Γphys. Recalling that ΓC is of odd dimension, it is natural to proceed
by getting rid of another dimension to be able to work with an even dimensional
space. Thus, a degree of freedom (dof) varying along δC seems to be a natural choice
since it represents a redundant dof anyway. We define the physical phase space Γphys
by projecting-out, through a projection operator P , the redundant dof by setting a
gauge-fixing surface, which is a line crossing all the gauge orbits (see Fig. 1.5).
Once the physical phase space is obtained, we need to find the 2-form Ωphys associated
with it. This can be done considering a theorem, which states that if there exists a
vector field δC such that

LδC
ΩC = 0, and δC⌟ΩC = 0, (1.17)

where LδC
is the Lie derivative with respect to δC , then there exists a 2-form Ωphys

over Γphys such that ΩC = P ∗Ωphys, where P is a "projection operator"9. In order
to apply this theorem we need to show that the hypothesis LδC

ΩC = 0 is satisfied.
This means that we need to prove that the vector field δC , which defines the gauge
orbits, generates a symmetry

LδC
Ω = δC⌟dΩ + d(δC⌟Ω︸ ︷︷ ︸

−dC

) = d(−dC) = 0, (1.18)

where we used the fact that Ω is a closed 2-form and also d2 = 0 by definition. In this
way we obtain the symplectic space (Γphys, Ωphys) describing the physical system,
which only contains all the possible configurations of the physical system which are
not gauge equivalent10. Let us consider some examples to better understand the role
of Γ, ΓC and Γphys.

7Intuitively, one can think of dC = ∂µCdxµ, where xµ are generic coordinates in Γ. The quantity
δC⌟dC can be understood as the scalar product between the vector field δC and the gradient of C.

8From Eq. (1.15) we know that the 1-form dC = −δC⌟Ω can be interpreted as being "orthogonal"
to ΓC , so its pullback to ΓC is zero.

9Notice that we are actually embedding the gauge-fixing surface into the physical phase space.
10Indeed from Fig.1.5 we see that the gauge fixing surface is cutting through all the gauge orbits

only once.
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ΓC ⊂ Γ

δC

Γ

Γphys

P

Figure 1.5: Gauge orbits generated by δC in the constraint surface
ΓC . They give rise to a natural projection to a lower dimension physical
phase space Γphys. Notice that the gauge-fixing surface, defined by the
curved red line, crosses the gauge orbits once and only once.

Example 1

Let Γ = {(q1, ..., qn; p1, ..., pn)} be our initial phase space with the associated
symplectic form Ω =

∑n
i=1 dpi ∧ dqi. The constraint is given by C = pn, that is

we are removing the n-th momentum component. Applying the constraint C we
find that the submanifold ΓC is given by

ΓC = {(q1, ..., qn; p1, ..., 0)}.

The gauge generator δC can be found considering the condition δC⌟Ω = −dC,
which in this case reads δC⌟Ω = δC⌟

∑n
i=1 dpi ∧ dqi = −dpn. This means that

δC =
∂

∂qn
.

Therefore, in this example, the gauge orbits are generated by a vector field (δC)
directed along the qn axis. In other words, we are free to choose any qn since it
only represents a redundancy of our system. Using the projector P we find that
the physical phase space is

{(q1, . . . , qn−1, qn; p1, . . . , pn−1, 0)} P−→ {(q1, . . . , qn−1; p1, . . . , pn−1)}
Γphys

.

It is easy to see that in this case, the physical symplectic form Ωphys is given by

Ωphys =
n−1∑
i=1

dpi ∧ dqi.

Hence, we have that, in this example, the constraint C = pn eliminates two dof:
(qn, pn).

We now want to study a new system, similar to Example 1, but with two constraints.
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Example 2

As in Example 1, we consider Γ = {(q1, ..., qn; p1, ..., pn)} and Ω =
∑n

i=1 dpi ∧
dqi. The constraints of the system are now C1 = pn and C2 = pn−1. Therefore
we are removing 2 dof from our initial manifold Γ. Notice that, in this case, the
submanifold ΓC is even dimensional. Nonetheless it does not define a symplectic
manifold because ΩC had two degenerate directions. Proceeding as before, we
find the submanifold ΓC to be

ΓC = {(q1, ..., qn; p1, ..., pn−2, 0, 0)}.

The gauge orbits are now generated by

δC1 =
∂

∂qn
, and δC2 =

∂

∂qn−1

Finally, the physical phase space and the symplectic form are given by

Γphys = {(q1, . . . , qn−2; p1, . . . , pn−2)}, Ωphys =
n−2∑
i=1

dpi ∧ dqi.

It is important to notice that the Poisson brackets between the two constraints
are

{pn−1, pn−2} = 0.

This condition defines the first class constraints which will be discussed in detail
in Sec. 1.2.2.

Lastly, we look at an example in which the two constraints behave differently with
respect to Example 2.

Example 3

Let us consider the same initial phase space manifold as in Example 1 and
Example 2. The constraints of our system in this case are pn = qn = 0.
Therefore the reduction of the degrees of freedom will be different, because in
this example we do not have the residual freedom to move along any direction.
The submanifold ΓC and the symplectic form associated are defined as follows

ΓC = {(q1, . . . , qn−1, 0; p1, . . . , pn−1, 0)} and ΩC =
n−1∑
i=1

dpi ∧ dqi.

Since there are no degenerate directions along which we can move, we simply
have ΓC = Γphys and ΩC = Ωphys because we cannot further project along any
non-trivial vector field. Once again, we look at the Poisson brackets between the
two constraints, which in this case reads

{qn, pn} = 1.

Therefore the Poisson brackets are non vanishing, this relation defines the so
called second class constraints, which will also be discussed in Sec. 1.2.2.

In this section, we formally presented the constraints and the associated gauge free-
dom. In the following section we will see how constrained systems can be approached
using the so called Dirac method.
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1.2.2 Dirac method

We will now present a method to treat constrained Hamiltonian systems, which was
introduced by Dirac [24]. Intuitively speaking, as shown in Fig. 1.4, in a constrained
system, once the constraints are solved, a reduced phase space is obtained. The sys-
tem’s dynamics might not be well described by the Poisson brackets in the constraints
surface ΓC . In order to deal with this issue we need to introduce a new set of brackets
that will take the constraints into consideration, these are usually referred to as Dirac
brackets. In what follows we will give a more formal representation of the method,
in particular when working with a Hamiltonian system.

We are interested in studying the constraints in a Hamiltonian theory [14]. In the
general framework we start from the action integral S =

∫
L(qi, q̇i) dt, where L(qi, q̇i)

is the Lagrangian of the system, and where q and q̇ are respectively the canonical
positions and canonical velocities with i = 1, . . . ,N . We consider no explicit t-
dependence of the Lagrangian, which we also assume to be singular, i.e. L satisfies
the necessary and sufficient condition [15]

Det(H) = Det
(

∂L
∂q̇j∂q̇i

)
= 0, (1.19)

where H = ∂L
∂q̇j∂q̇i is called Hessian. This condition ensures the existence of gauge

degrees of freedom, which always imply a constrained Hamiltonian system [16].

To see why this is so, we notice that, for the action S to be stationary, i.e. for its
variation to vanish, the Euler-Lagrange equations

d
dt

(
∂L
∂q̇i

)
=
∂L
∂qi

(1.20)

must be satisfied, where i = 1, ...,N . Solving Eq. (1.20) for the accelerations q̈i, we
obtain a second order differential equation for the coordinates qi, which is

q̈i ∂2L
∂q̇i∂q̇j

=
∂L
∂qi

− q̇i ∂2L
∂qi∂q̇j

. (1.21)

Notice that the accelerations q̈i cannot be entirely determined from the canonical
coordinates qi and the velocities q̇i if the Hessian is non-invertible. This means
that the solution of Eq. (1.21), qi, can be defined using arbitrary functions of time
which constitute gauge degrees of freedom. More precisely, when switching to the
Hamiltonian formalism, the canonical variables change from (qi, q̇j) in the Lagrangian
to (qi, pi), where

pi =
∂L
∂q̇i

. (1.22)

The condition (1.19) implies the presence of primary constraints [25]

ϕm(q, p) = 0, m = 1, . . .M , (1.23)

whose name is due to the fact that it refers to relations between q and p which holds
regardless of the use of the equations of motion.

Notice that the condition in Eq. (1.23) does not mean that the constraints vanish on
the phase space Γ. Indeed, the constraints have non-zero Poisson bracket with the
canonical variables, as can be seen considering Example 1 presented in Sec. 1.2,
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ΓC ⊂ Γ

δC

Γ

Figure 1.6: Different gauge-fixing surfaces (yellow, red and green
curves) are shown crossing the gauge orbits δC.

where ϕ = pn and {qi, pn} = δi
n. Two functions F and G are said to be weakly

equal if they coincide in the submanifold ΓC where ϕm = 0. Mathematically we can
write [16]

F ≈ G ⇔ F −G = cm(q, p)ϕm. (1.24)

In the same way, if two functions are equal in the whole phase space Γ, it is defined
as a strong equality. Therefore it is easy to see that the presence of the constraints
implies some sort of redundancy in our system since each quantity can be defined
up to a constraint. Indeed, the Hamiltonian obtained from the initial Lagrangian
through Eq. (1.22) is not unique since it now depends on the gauge fixing choice, as
we will see later in more details.

As pictured in Fig. 1.6, we can choose several gauge-fixing surfaces, each of which
crossing the gauge orbits in a different way, which tells us that the physical phase
space Γphys is not unique. Another way to see this, is to consider the mapping between
the (q, q̇)-space and (q, p)-space. The map that bring (q, q̇) to (q, p) is not injective,
which means that more than one pair of (q, q̇) are mapped to the same (q, p).

This is what makes the Hamiltonian interesting in this context. Indeed, the Hamil-
tonian, which is defined as the Legendre transformation of the Lagrangian, H =
q̇ipi − L, is q̇-dependent only through p defined in Eq. (1.22). We have that the
Hamiltonian is well defined only in the constraint surface, since otherwise it would
not be uniquely defined, i.e.

H̃ = H + cm(q, p)ϕm, (1.25)

where cm are some functions of p and q and ϕm are constraints. Notice that in the
physical phase space we cannot distinguish between H̃ and H since the additional
term is zero in the constraints surface. Let us consider a system with N degrees of
freedom and M constraints, where M ≤ 2N . It can be shown (Theorem 1.2 in [16])
that the Hamilton equations are then given by

q̇i =
∂H
∂pi

+ um
∂ϕm

∂pi
,

−ṗi =
∂H
∂qi

+ um
∂ϕm

∂qi
,

(1.26)

where um are the coordinates of the preimage of p of the transformation function
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defined by Eq. (1.22). Moreover, the um are introduced to make the Legendre
transformation invertible, which can be done by using Eq. (1.26) and Eq. (1.23).
It is interesting to notice that Eq. (1.26) can be derived from the variation of the
action δS = δ

∫ t1
t0

(
q̇ipi − H − umϕ

m
)

dt, where the coefficients um assume the role
of Lagrange multipliers. Considering Eq. (1.25) and Eq. (1.26), the evolution for
a generic function g, can be described using the Poisson brackets {f , g} = ∂f

∂qi

∂g
∂pi −

∂f
∂pi

∂g
∂qi as

ġ =
∂g

∂qi
q̇i +

∂g

∂pi
ṗi = {g, H} + um{g,ϕm}. (1.27)

Recalling that the coefficients um are not functions of p and q but of q and q̇, their
Poisson brackets are not well defined. However we can still use all the properties
(linearity, antisymmetry, product law and Jacobi identity) to prove that, knowing
that ϕm ≈ 0, we can write the equation of motion for g as [14]

ġ = {g, H + umϕ
m}. (1.28)

Thus we can define the total Hamiltonian as

Htot = H + umϕ
m. (1.29)

It is important to notice the difference between Eq. (1.25) and Eq. (1.29). The first
one is a transformation which leaves the system unchanged, while the second one is a
formulation of the Hamiltonian which gives us the equations of motion equivalent to
the ones obtained from the Lagrangian (Euler-Lagrange equations). Using the total
Hamiltonian (1.29) we can also compute the dynamics of the constraints ϕm, simply
by considering Eq. (1.27) for the special case in which g = ϕn. Self-consistency
requires

{ϕn, H} + um{ϕn,ϕm} = ϕ̇n ≈ 0, (1.30)

where the index m runs though all the possible constraints of the system. The above
equations give rise to different possibilities:

a) If we have 0 = 0 it means that we have no new information and the primary
constraints directly satisfy the identity;

b) If the LHS is not identically equal to zero, we can have two additional possi-
bilities:

i) It can depend on the um’s, in which case it turns into a system of equations
in which the um’s are the unknown which we need to find;

ii) It is independent from the um’s and from the primary constraints. This
means that we find ourself with an equation similar to Eq. (1.23). Thus
we need to introduce another constraint which is usually called [14–16]
secondary constraint χ(q, p). Notice that these constraints, contrary
to the primary ones, make use of the equations of motion. Once these
constraints are found, the procedure is the same as the one presented
before, where now the consistency equation is defined as

{χn, H} + um{χn,ϕm} = χ̇n ≈ 0. (1.31)

Point a) is trivial, and point ii) bring us back to the two other possibilities since the
study of the secondary constraints proceed analogously to the one for the primary
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constraints. Therefore we are left studying point i). Indeed, the study of Eq. (1.30)
can give us further information on the coefficients um [14, 16]. In particular we notice
that Eq. (1.30) is of the form A+ umB = 0 which is a system of linear equations
in the unknowns um. First we can solve the system as it is, obtaining the so called
general inohomeneous solution (Um). If we now solve the equation assuming
the term A = 0, we obtain the so called associated homogeneous solution (Vm).
Therefore once added to the general inhomogeneous one, we find a complete general
solution for um. The full set of solutions for the coefficients um is given by

um = Um + vaV
a

m, (1.32)

where a is an index for all the possible homogeneous solutions and va is a set of
arbitrary coefficients. Using Eq. (1.32) we can write the total Hamiltonian (1.29) in
terms of the Um’s and Vm’s

Htot = H + Umϕ
m

H′
+ vaV

a
mϕ

m

= H′ + va V
a

mϕ
m

ϕa

= H′ + vaϕ
a.

(1.33)

From this we get that the eom can now be defined as

ġ ≈ {g, Htot}. (1.34)

It might seem like Eqs. (1.25), (1.29) and (1.33) are trivially the same. This is however
not the case, and it gives us a chance to summarize and clarify what we obtained
up until now. In Eq. (1.25), as explained, we defined a Hamiltonian transformation
that leaves the dynamics invariant, with the coefficients cm depend on (q, p). We
then introduced a different Hamiltonian transformation such that the eom are the
same as those obtained from the Lagrangian. This can be obtained by using the total
Hamiltonian (1.29) where the coefficients um are functions of (q, q̇). It is important
to note that the coefficients cm and um must satisfy certain consistency equations,
meaning they cannot be chosen arbitrarily.

However, using the constraint’s evolution, we are able to separate the coefficients
um in two parts, an arbitrary one and one dependent of the consistency equations.
Therefore we are able to find a set of arbitrary coefficients va with which to define
a new total Hamiltonian (1.33). This defines a formulation of the Hamiltonian which
makes the presence of gauge freedom manifest, as well as their generators. Indeed,
the arbitrariness of the va’s implies that they can also be chosen as being arbitrary
time dependent function while still satisfying the consistency requirements [14]. In
particular it implies that, although for fixed (q, p) we can define the dynamics of the
system, the inverse is not true, i.e. from the dynamics we can not infer the value of
all the phase space variables, which means that not all the (q, p) are physical. This
can explicitly be shown [16] by choosing va(t1) = ṽa(t1) and va(t2) ̸= ṽa(t2), such
that for t1 < t < t2 we have δva = (va − ṽa), which means that there will be two
possible evolutions of a dynamical variable R at any time t, such that:

δṘ = δva{R,ϕa}. (1.35)

In this section we introduced primary and secondary constraints. However, these
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separation is not of fundamental importance. Instead, it is useful to introduce a new
classification of the constraints. In the literature [14], a variable is said to be first or
second class when it satisfies the following properties:

i) A first class dynamical variable R has zero Poisson brackets with the con-
straints ϕm, i.e.

{R,ϕm} ≈ 0. (1.36)

It is important to notice that the Poisson brackets of two first class variables
are still first class. To prove that we can use the Jacobi identity {{A,B},C} =
{A, {B,C}} − {B, {A,C}} for two first class variables R and F such that
{R,ϕm} = rm

n ϕ
n and {F ,ϕm} = fm

n ϕ
n. Therefore we have

{{R,F},ϕm} = {R, {F ,ϕm}} − {F , {R,ϕm}}
= {R, fm

n ϕ
n} − {F , rm

n ϕ
n}

= {R, fm
n }ϕn + fm

n {R,ϕn} − {F , rm
n }ϕn − rm

n {F ,ϕn}
= {R, fm

n }ϕn + fm
n r

m
n ϕ

n − {F , rm
n }ϕn − rm

n f
m
n ϕ

n

≈ 0.

(1.37)

ii) A second class dynamical variable R satisfies

{R,ϕm} ̸≈ 0, (1.38)

that is a variable whose Poisson brackets are not weakly zero for at least one
of the constraints.

It is important to notice that both H′ and ϕa in Eq. (1.33) are first class, and we will
now prove it. Let us start with the constraints ϕa, whose interesting feature is that,
by definition, they are the only independent weakly vanishing quantities. Considering
the definition of ϕa = V a

mϕ
m if we take the Poisson bracket with another constraint

ϕn, we obtain
{V a

mϕ
m,ϕn} = V a

m{ϕm,ϕn} + {V a
m,ϕn}ϕm

≈ V a
m{ϕm,ϕn} = 0,

(1.39)

where the last equality comes from the definition of the coefficients V a
m which are

defined to satisfy the homogeneous equation Vm{ϕm,ϕn} = 0. To prove that also H′

is first class we use the definition H′ = H + Umϕ
m, from which we obtain

{H′,ϕn} = {H + Umϕ
m,ϕn}

= {H,ϕn} + Um{ϕm,ϕn} + {Um,ϕn}ϕm

≈ {H,ϕn} + Um{ϕm,ϕn}
= 0,

(1.40)

where the last step is due to the fact that the coefficients Um are defined as the solution
of the inhomogeneous equation. Therefore Eq. (1.33) gives the total Hamiltonian in
terms of a first order Hamiltonian and first order primary constraints ϕa.

We are interested in removing redundant variables from the formulation of a con-
strained system, in particular this means that we need to introduce new brackets
defined on the constraints surface, since Poisson brackets are not necessarily well de-
fined in this context. To do so we start by arranging our initial constraints in linear
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{F, ·}

(a) (b)

Figure 1.7: Representation of the dynamics between subsurfaces,
each at a fixed time t.

combinations that are first class, i.e. V a
mϕ

m. The remaining independent combina-
tions are the second class constraints. Following Dirac’s notation, we denote these
second class constraints as χs where s = 1, ...,S with S the number of remaining sec-
ond class constraints. It can be proven [14] that the determinant of the matrix formed
by the Poisson brackets taken between these constraints, is strongly non vanishing,
i.e. these second class constraints form a nonsingular S ×S matrix of commutations,
i.e. Cij = {χi,χj} . Notice that, a key part of the proof, is the assumption that the
dimension of the second class vector is the smallest possible. Due to the antisym-
metry of the Poisson brackets we have that Cij is also antisymmetric, and therefore
even dimensional11. Thank to this matrix we are now able to define a new set of
brackets, called Dirac brackets which allow to eliminate second class constraints.
Since Det(Cij) ̸= 0 we know that the matrix is invertible. We define a new set of
brackets {A,B}D between two quantities A and B by

{A,B}D = {A,B} − {A,χi}(Cij)
−1{χj ,B}. (1.41)

It is possible to prove [14] that the Dirac brackets satisfy the same properties of the
Poisson brackets. An important feature is that the new brackets between a general
variable A and any second class constraint vanish, i.e.

{A,χs}D = {A,χs} − {A,χi} (Cij)
−1{χj ,χs}

δi
s

= 0. (1.42)

Therefore, substituting all the Poisson brackets with Dirac brackets allows to reduce
the number of variables by solving the second class constraints.

We now want to give a geometrical intuition of the Dirac brackets. Let us consider
the vector field given by v⃗ = {F , ·} for a generic function F (q, p) of the phase space
(See. Fig. (1.7a)). Notice that, if v⃗(g) = {F , g} = 0, then g is constant along the
trajectories defined by the vector field v⃗. Therefore v⃗D = {F , ·}D defines a vector field
tangent to the surface χm = const, where χm are second class constraints. Indeed, we
know that, by definition, the Dirac brackets between F and second class constraints

11It is known that the determinant of an odd-dimensional antisymmetric matrix must vanish.
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are {F ,χm}D = 0, which means that χm are constant along the vector field v⃗D. In
Fig.( 1.7b) only one of these surfaces is pictured.

Dirac observables

Considering what we discussed until now, each constraint can be categorized as either
first-class or second-class, and, in turn, they can be further classified as primary or
secondary constraints. The classification into primary and secondary constraints is
not important once we go from the Lagrangian to the Hamiltonian formalism as it
is mainly related to the Lagrangian. Since the first class constraints can modify
the dynamics of a constraint system without affecting its physical properties, they
are generators of gauge transformations, i.e. transformations which leave the
physical system invariant as shown in Eq. (1.35).

By definition GR is a diffeomorphism invariant theory, which reflects the fact that
each observer can choose a different reference frame. The diffeomorphisms of a space-
time (M, g) form the group Diff(M). More precisely, the freedom of choosing the
slicing of spacetime is generated by the scalar Hamiltonian H0, while the freedom
of choosing the coordinates in each slices is generated by the vector Hamiltonian
Hi. This gauge freedom, although useful, can be a problem if we aim to eventually
quantise our theory since, as we know, in quantum mechanics physical variables are
defined by operators. Thus, there is the need to find some gauge invariant variables
which represents our observables [26]. Generally speaking these variables, in the con-
text of constrained systems, are known as Dirac observables D, which are defined
as those variables which commute12 with the total Hamiltonian (1.33). In particular,
we can define [27] the so called strong Dirac observable as

{D,Cm} = 0, ∀m (1.43)

where Cm are the constraints of the system. We can also define weak Dirac observ-
ables as

{D,Cm} ≈ 0, ∀m. (1.44)

Therefore the strong Dirac observables are quantities that strongly commute with
the constraints, while the weak Dirac observables commute only on the constraints
surface. In our specific case in which the system’s constraint is the Hamiltonian, the
definition of Dirac observables implies a conditions on their evolution. In particular,
in full GR, the Dirac observables are constants of motion. This is a known problem
since all the observables of our theory would be non dynamical. This issue has been
addressed several times in the literature (see e.g. [28]).

An important property of the Dirac observables is that they form a closed algebra,
i.e.

{{Di ,Dj},Cm} = {DiDj ,Cm} − {DjDi,Cm}
= Di{Dj ,Cm} + {Di,Cm}Dj

−Dj{Di,Cm} − {Dj ,Cm}Di

≈ 0,

(1.45)

where the last weak equality is substituted by a strong equality in case of strong Dirac
observables. Eq. (1.45) shows that, by definition of Dirac observables, i.e. a quantity
which commutes with the constraints, the Poisson bracket of two Dirac observables
commutes with the constraints. This means that {Di,Dj} ∝ Dk which proves the

12These commutation is intended with Poisson brackets.
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algebra is closed. This makes them good candidates for quantization, see for example
[29]. Moreover, the algebra is still closed when computed using the Poisson Brackets,
as the Dirac observables commutes with the second class constraints making the
second term in the RHS of Eq. (1.41) zero,

{Di,Dj}D ≈ {Di,Dj}. (1.46)

It is also straightforward to see that the definition of Dirac observables does not
depend on the particular choice of the representatives as they all must differ by a
constraint and

{Di + αmHm,Dj} ≈ {Di,Dj}, (1.47)

for any αm.

The number of (independent) Dirac observables is equivalent to the number of re-
duced variables in the constraints parametrizing any gauge-fixing surface. Using these
observables we can write the Hamiltonian in a gauge-invariant way, see Ch. 2 for
details.

In the explicit case in which the second class constraints are defined by the gauge-
fixing functions and the first class constraints given by the Hamiltonian, defining the
invertible matrix Cij = {gi, Hj}, we have that any physical variable in the gauge-fixing
surface must be equal to a Dirac observable modulo a combination of constraints and
gauge-fixing conditions, see 2.2.2. This implies that there must exist Di such that

vphys
i = Di + βm

i Cm, (1.48)

for some βm. Eq. (1.48) is equivalent to the mapping

D ∋ Di 7→ vi ≈ Di

∣∣∣
δcµ=0

, (1.49)

and implies that there exists a canonical isomorphism between the physical vari-
ables in any gauge-fixing surface and the Dirac observables due to the invariance of
the Dirac brackets under second class constraints, i.e.

{vphys
i , vphys

j }D ≈ {Di ,Dj}D

∣∣∣∣∣
gi=0

. (1.50)

Since this mapping is a canonical isomorphism this means that from the physical
space Γphys we can pull-back to the space of Dirac observables, which we call Dirac
space D, see Fig. 2.2. This means that the Dirac observables parametrize a unique
phase space where the dynamics are generated by a unique Hamiltonian that is
a function of the Dirac observables. Note that if we choose the representatives of the
Dirac observables in such a way that they commute with a given set of gauge-fixing
conditions,

{δDi, gj} = 0, (1.51)

for all j’s, then the Dirac bracket (1.42) can be equivalently expressed as

{A,B}D = {A, δDi}{δDi, δDj}−1{δDj ,B}, (1.52)

for any A and B. The above formula shows how any variable inserted into the Dirac
bracket is first unambiguously associated with a Dirac observable (1.44) which coin-
cides with that variable in a given gauge-fixing surface. Next, the resulting observable
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is computed in accordance with the commutation rule of Eq. (1.46) and yields a Dirac
observable that is again given in the representation (1.51).

1.3 Summary
In this chapter, we introduced the concept of constraints and constraint surface.
In particular, we discussed how by solving the constraints, i.e., going from the full
phase-space to the subspace defined by imposing the constraints, we are left with some
redundant degrees of freedom which represent the gauge freedom of our system. We
also introduced different classifications of constraints, like the definition of primary
and secondary constraints associated with the equations of motion of our system.

Additionally, we provided the more useful definitions of first and second-class con-
straints, which do or do not commute with the remaining constraints, respectively.
This latter distinction is more fundamental, as it is related to the nature of the
symmetries involved in our system and plays an important role in the quantization.
Moreover, through the introduction of second-class constraints, we were able to in-
troduce the Dirac bracket, which acts as a generalization of the Poisson brackets in
constrained systems.

Finally, we introduced the concept of Dirac observables, which are defined as quanti-
ties which (weakly) commute with the constraints and, as such, in general relativity
they are not dynamical. These observables are good candidates for quantization as
they are gauge-invariant quantities and their algebra is closed. They will play an
essential role in the physical interpretation of the results obtained in Ch. 3.
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CHAPTER2
Constrained systems in perturbation

theory

In Ch. 1, we introduced the theory of constrained Hamiltonian systems in the ADM
formalism, which can be studied using the Dirac method as presented in Sec. 1.2.2.
In the current chapter, we will use the notions presented in Ch. 1, focusing on the
theory of perturbations around any spatially homogeneous spacetime. Cosmological
Perturbation Theory (CPT) is widely accepted as a model for understanding the
behaviour of gravity on large cosmological scales and at early times. It allows to
describe primordial density fluctuations which gave rise to the large-scale structures
we observe today, such as galaxies and galaxy clusters. As such, it plays an important
role in the development of quantum theories that aim to explain the origin of the
primordial structure of the universe.

In this chapter we will keep our considerations general without specifying any par-
ticular background model. We will then study the complete Hamiltonian formalism,
focusing on the gauge-independent description of cosmological perturbations, as well
as on the issues of gauge-fixing, gauge transformations and spacetime reconstruction
by the use of the Dirac method. Next, we will introduce a new parametrization of the
spacetime based on the Kuchař decomposition, which will provide us a better under-
standing of the gauge-fixing procedure and spacetime reconstruction. This procedure
paves an ideal route towards gravity quantization, and the approach to cosmological
perturbation theory follows essentially the same path. However, there are also dif-
ferences between the non-perturbative and perturbative approaches that should be
noted. The most striking difference is that, in non-perturbative canonical gravity,
Dirac observables are constants of motion, as the Hamiltonian itself is a constraint.
Consequently, the dynamical variables cannot be expressed exclusively in terms of
Dirac observables, and an extra variable, the internal clock, is needed. It is assumed
that the internal clock commutes with all the Dirac observables. This assumption
makes the symplectic structure of the physical phase space depend on the choice
of internal clock, giving rise to the so-called multiple choice time problem. [30–34].
On the other hand, in the perturbative approach the second-order Hamiltonian is
not a constraint, and the respective Dirac observables are, in general, dynamical.
The reason for this to happen is that the first-order gauge transformations keep the
background “time" fixed whereas the true dynamics of perturbations occurs in the
evolving background. Hence, the multiple choice problem is confined to zeroth order.
Nonetheless, if one is to quantize both the background and the perturbations, the
choice of the background clock has to be made and it will affect the dynamics of
perturbations [35].
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The Hamiltonian formulation in CPT has been derived before in simple background
spacetime such as the Friedmann universe [17, 36–40] or the Bianchi Type I model
[19, 41, 42] (See Ch. 3).

The following work has been presented in [43].

2.1 Hamiltonian formalism
We start this chapter by introducing the Hamiltonian formalism in perturbation the-
ory. We will first present its form up to n-th order of perturbation from which we
will then restrict our attention to the Hamiltonian up to second order.

2.1.1 Hamiltonian up to n-th order of perturbation

In this section we aim to present a general form of the perturbed Hamiltonian up to
the n-th order of perturbation, subsequently we are going to restrict to the case n = 2.
To understand the form of the perturbed Hamiltonian, we need to first consider its full
form. In particular, from Eq.(1.13) we know that the Hamiltonian is linear in both
the lapse function and shift vector. This means that in the perturbative expansion of
H, there can not be more than one derivative with respect to Nµ. Furthermore we
can assume the Hamiltonian to be at most second order in the momenta (this allows
us to obtain the canonical kinetic term), which implies that we can not have more
than the second derivative with respect to the momentum p.

To obtain a perturbative expansion of H we need to write its Taylor expansion. We
start by writing the expansion of the variables Nµ, p and q. The expansion will be in
the form ϵn(βn + δ(n)β), where ϵ is a bookkeeping parameter ultimately set to 1, while
βn is the homogeneous part of the contribution and δ(n)β is the inhomogeneous
one. So we have

Nµ = Nµ(ϵ) = Nµ
0 + ϵ

(
Nµ

1 + δ(1)Nµ
)
+ ϵ2

(
Nµ

2 + δ(2)Nµ
)
+ ...; (2.1)

pi = pi(ϵ) = pi
0 + ϵ

(
pi

1 + δ(1)pi
)
+ ϵ2

(
pi

2 + δ(2)pi
)
+ ...; (2.2)

qj = qj(ϵ) = qj0 + ϵ
(
qj1 + δ(1)qj

)
+ ϵ2

(
qj2 + δ(2)qj

)
+ ...; (2.3)

As previously mentioned, the two variables Nµ and p are perturbed up to first and
second order respectively, while the position q has no order restriction. The total
Taylor expansion of the Hamiltonian reads

H(N , pi, qj) =H0 +
∞∑

α=1

1
α!
∂αH

∂αq
δ(α)q+

∞∑
α=1

1
α!
∂αH

∂αq

∂H

∂N
δNδ(α)q

+
∞∑

α=1

1
α!
∂αH

∂αq

∂H

∂p
δ(α)qδp+

∞∑
α=1

1
α!
∂αH

∂αq

∂H

∂N∂p
δ(α)qδNδp

+
1
2

∞∑
α=1

1
α!
∂αH

∂αq

∂2H

∂p∂p
δ(α)qδ2p+

1
2

∞∑
α=1

1
α!
∂αH

∂αq

∂3H

∂N∂p∂p
δ(α)qδNδ2p

(2.4)
where we are using the notation ∂αH

∂αq = ∂αH
∂qi1 ...∂qiα

, where the sum over α is a place-
holder for

∑∞
n=1

∑n
α=1, and we are using Eqs. (2.1), (2.2), (2.3). The general form
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of the Hamiltonian at 2n-th order is given by

H(2n) =Ψ(0)
ij (pi

n + δ(n)pi)(pj
n + δ(n)pj) + Φ(0)

ij (qi,n + δ(n)qi)(qj,n + δ(n)qj)

+ Θ(0)
ij (qi,n + δ(n)qi)(p

j
n + δ(n)pj) + Π(n)

i (pi
n + δ(n)pi)

+ ∆(n)
i (qi,n + δ(n)qi) +C(n)(Nn + δ(n)N)

(2.5)

where Ψ(0)
ij , Φ(0)

ij , Θ(0)
ij , are time-dependent background coefficients and Π(n)

i , ∆(n)
i

depends on lower order variables as well as background ones, while C(n) is a term
which contributes only to the constraint equations. The Hamiltonian (2.5) is obtained
from the expansion of the Hamilton equations in ϵ, order by order.

Remember that N is a vector containing both the shift vector and lapse function.

2.1.2 ADM Hamiltonian up to 2nd order of perturbation

Let us now consider the Hamiltonian in the ADM formalism given in Eq. (1.13)

Hgravity =
∫ (

NH0 +NiHi
)

d3x, (2.6)

where [22, 23]
H0 =

√
q

[
−3R+ q−1(πi

jπ
j
i − 1

2π
2)

]
(2.7)

and
Hi = −2√

qDj

(
πij

√
q

)
. (2.8)

The covariant derivative is defined as

Djπ
il = ∂jπ

il + Γi
kjπ

kl + Γl
kjπ

ik. (2.9)

In the following we will perturb the Hamiltonian (2.6) up to second order. We
consider a spatially homogeneous background with fixed spatial coordinates, such
that the background shift vector components N i vanish [44], while the background
lapse is left unspecified. Also, the diffeomorphism constraints of the background
model Hi(0) = 0 must vanish trivially if the metric does not explicitly depend on
spatial coordinates. The total Hamiltonian will have the form

H =
∫ (

NH(0) +NH(2) + δNµδHµ

)
d3x, (2.10)

where N is the zeroth order lapse function, δNµ = (δN , δN i) are the first order
lapse and shift functions, H(0) and H(2) are respectively the zeroth order constraint
and the second order scalar Hamiltonian, and δHµ are linearized scalar and diffeo-
morphism constraints. Notice that there are no linear terms in the perturbations
as they all average to zero when integrated over all space. This Hamiltonian is a
function of the homogeneous three-metric qij and three-momentum πij , and the pure
inhomogeneous perturbations of the three-metric and three-momentum given
by

δqij = qij − qij , δπij = πij − πij . (2.11)

The total canonical structure can be shown to be the sum of the homogeneous and
inhomogeneous canonical structures.
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δHµ H(2)
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dynamics of
perturbations
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inhomogeneous

spacetime

Figure 2.1: Schematization of the role of the order of perturbation
terms of the Hamiltonian up to second order.

The interpretation of the terms in Eq. (2.10) is as follows. The zeroth-order con-
straint H(0) generates time transformations in the homogeneous background space-
time while keeping the inhomogeneous fields fixed. The first-order constraints δHµ

generate linearized transformations of the inhomogeneous spacetime while keeping
the homogeneous background fixed. The second-order Hamiltonian H(2) generates
the dynamics of perturbations that must occur simultaneously with the dynamics of
the homogeneous background generated by H(0).

In what follows, we will calculate the terms of the perturbed Hamiltonian within the
framework of linear metric perturbation, extending the computation up to the
second order.

0th order

We start by computing the form of the Hamiltonian at zeroth order. In particular
we want to find

H(0) = NH0
(0) +NiHi(0). (2.12)

The components of Eq. (2.7) and Eq. (2.8) depend on the specific metric chosen. In
[17], an application to the Friedman-Lemaître-Robertson-Walker metric is shown. In
Chapter 3, we will explore the application to an anisotropic model, the Bianchi I
universe, which represents one of the original contributions of this thesis. From Eq.
(2.7) we have

H0
(0) = q−1/2

(
πi

jπ
j
i − 1

2π
2
)

− √
q 3R, (2.13)

where all overlined quantities are considered at the background level. The Einstein
summation convention is assumed throughout. For completeness, we will now ex-
plicitly write the zeroth-order components of Eq. (2.13). The trace of the conjugate
momentum square can be written

q−1/2πi
jπ

j
i = q−1/2πikqkjπ

jnqni (2.14)

The trace square of the conjugate momenta reads

π2 = πi
iπ

j
j = πikqkiπ

jlqlj (2.15)
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The Ricci scalar in Eq. (2.13) is defined as

3R = 3Rihq
ih = qih∂lΓl

hi − qih∂hΓk
ki − qihΓm

liΓ
l
hm + qihΓm

hiΓ
l
lm. (2.16)

The Christoffel symbols are defined by

Γi
mn =

1
2q

ik(qkm,n + qkn,m − qmn,k), (2.17)

where qkm,n denotes the spatial derivative with respect to qn, i.e. qkm,n = ∂qkm
∂qn . Note

that Eq. (2.17) contains only spatial derivatives of the metric. For any homogeneous
background metric, which we will assume moving forward, all spatial derivatives are
zero. Therefore, the zeroth-order term of the Ricci scalar vanishes.

Let us now make some considerations for the vector part of the background Hamil-
tonian,

Hi(0) = −2
√
qDj

(
πij

√
q

)(0)

. (2.18)

Since the Christoffel symbols vanish when computed with a homogeneous background
metric, the covariant derivative can be substituted with a normal derivative at zeroth
order, Dj → ∂j . Analogously, the conjugate momenta at zeroth order would only be
time dependent, which would make the total contribution of Eq.(2.18), null.

1st order

We want to compute δ(1)Hi and δ(1)H0. Starting with the vector component, we
want to obtain

δ(1)Hi = −2 (√q)(0)
[
Dj

(
πij

√
q

)](1)
− 2(√q)(1)

[
Dj

(
πij

√
q

)](0)
(2.19)

The second term on the RHS of Eq. (2.19) vanishes, thus we simply need to compute
the spatial derivative of the conjugate momenta πij at the background. We are
interested in linear perturbation of the metric, hence there will not be second
order perturbations of the metric but just products of first order ones. In other
words, in all our further perturbations, we will have equations proportional to δqij

and δπnm or their products (for second order perturbations). The first term on the
RHS of Eq. (2.19) is obtained by computing the perturbation of both the covariant
derivative Dj and the conjugate momenta πij , that is

[
Dj

(
πij

√
q

)](1)
= q−1/2∂jδπ

ij + q−1/2Γi
kj

(0)δπkj

+ q−1/2Γj
kj

(0)δπik
+ πij∂j(q

−1/2)(1)

+ q−1/2Γi
kj

(1)πkj + q−1/2Γj
kj

(1)πik,

(2.20)

where the two boxed terms vanish. The first order terms Γj
kj

(1) and (q−1/2)(1) are
easily computed following the same reasoning showed for the zeroth order, obtaining

Γi
kj

(1) =
1
2q

il (δqlk,j + δqlj,k − δqkj,l) , (2.21)
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where we used the perturbation of the contravariant form of the metric, i.e.

δqik = δqljq
lkqij , (2.22)

as well as
(
√
q)(1) =

1
2q

1/2qnmδqnm. (2.23)

In a similar fashion to Eq. (2.23), we have(
q−1/2

)(1)
= −1

2q
−1/2qijδqij . (2.24)

Let us now compute the first order for the scalar part of the Hamiltonian, i.e.

δ(1)H0 =

[
−√

q 3R+ q−1/2
(
πi

jπ
j
i − 1

2π
2
)](1)

= −√
q(0) 3R(1) −

√
q(1) 3R(0)

+
(
q−1/2

)(1) (
πi

jπ
j
i − 1

2π
2(0)

)
+
(
q−1/2

)(0) [
2δπi

jπ
j
i − 1

2
(
π2
)(1)]

,

(2.25)

where, as before, the boxed term vanishes. Notice that in the last line the term 2δπi
jπ

j
i

is multiplied by a factor 2 taking into account the symmetry.

From the definition of the Ricci scalar in Eq. (2.16) we know that we need to
compute products of first and zeroth order for both the metric and the Christof-
fel symbols. Once again, the equation can be largely simplified for a homogeneous
background metric, obtaining

3R(1) =
(
qih∂lΓl

hi − qih∂hΓk
ki − qihΓm

liΓ
l
hm + qihΓm

hiΓ
l
lm

)(1)
= qih

(
∂lΓl

hi

)(1)
− qih

(
∂hΓk

ki

)(1) (2.26)

As we can see, in order to compute the first order of the Ricci scalar we just need
to use Eq. (2.22) and Eq. (2.21) for different sets of indices. Lastly, we need the
first order of the trace of the square and the square of the trace of the conjugate
momentum. The trace of the conjugate momentum square is

q−1/2δπi
jπ

j
i = q−1/2δπikqkjπ

jnqni + q−1/2πikδqkjπ
jnqni, (2.27)

and the square of the trace reads

δπ2 = 2
(
δπikqkiπ

jlqlj + πikδqkiπ
jlqlj

)
, (2.28)

where the factor 2 accounts for symmetrization.

The steps showed up to this point allow one to write the Hamiltonian at first order.

In the same manner, we now proceed to show how we can obtain the second order
perturbation.
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2nd order

At second order, we only need to compute the perturbation of the scalar Hamiltonian
(2.7). This is so because the Hamiltonian (2.6) at second order does not include a
term such as Ni

(
Hi
)(2), where Ni = 0 as explained below Eq. (2.9).

In the following, we will briefly showcase how to compute the Hamiltonian at second
order. The steps will follow from the previous order; however, it is interesting to
note how this initially tedious computation can be later simplified by introducing the
scalar-vector-tensor (SVT) decomposition.

Once again, since we are expanding up to first order in the dynamics, we are only
considering terms such as δqδq or δπδπ, and ignoring terms like δ(2)q or δ(2)π.

The second order perturbed scalar Hamiltonian is

δ(2)H0 =

[
−√

q 3R+ q−1/2
(
πi

jπ
j
i − 1

2π
2
)](2)

= − (
√
q)(0) 3R

(2) − (
√
q)(1) 3R

(1)

+
(
q−1/2

)(0) (
δπi

jδπ
j
i − 1

2δπ
i
iδπ

j
j + 2δ(2)πi

jπ
j
i − δ(2)πi

iπ
j
j

)
+
(
q−1/2

)(1) (
2δπi

jπ
j
i − δπi

iπ
j
j

)
+
(
q−1/2

)(2) (
πi

jπ
j
i − 1

2π
2
)

(2.29)

Most of the terms in Eq.(2.29) are products of the previously shown equations (2.21),
(2.24), (2.16), (2.28), (2.27); therefore we are left with the task of computing the
second order of the Ricci scalar, the metric and conjugate momentum. At first order
we know that δq = qqijδqij , therefore we find

δ(2)q−1/2 =
1
4q

−1/2(qijδqij)
2 +

1
2q

−1/2δqijδqij , (2.30)

where we used Eq. (2.24). The second order in perturbation of the conjugate mo-
mentum, using Eq. (2.28), is given by

πi
j
(2)

= (πikqjk)
(2) = δπikδqjk. (2.31)

Finally, the last term needed to compute Eq. (2.29) is the Ricci scalar

3R
(2)

=qih(0)∂l(Γl
hi)

(2) − qih(0)∂h(Γk
ki)

(2) + qih(1)∂l(Γl
hi)

(1) − qih(1)∂h(Γk
ki)

(1)

− (qih)(0)(Γm
li)

(1)(Γl
hm)(1) + (qih)(0)(Γm

hi)
(1)(Γl

lm)(1),
(2.32)

where Eq. (2.21) and (2.22) are needed to obtain the final form of the second order.
We also need to compute the second order perturbation of the Christoffel symbols,
i.e.

Γl
hi

(2)
=

1
2δq

lk(δqkh,i + δqki,h − δqhi,k), (2.33)

while the Christoffel symbols with contracted indices can be simplified as

Γk
ik
(2)

=
1
2δq

khδqhk,i. (2.34)
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Once Eqs. (2.14), (2.23), (2.24), (2.26), (2.28), (2.30), (2.31) and (2.32) are sub-
stituted into Eq. (2.29), after some straightforward but tedious computations, we
obtain

δ(2)H0 =
1
2q

1/2
(
δqihqlkδqkh,il − δqihqklδqlk,ih − 2qlnδqhmδqhm,nl + 2qihqmk(qlnδqnl)δqhi,km

)

+ q−1/2
[(
δπikqjk + πikδqjk

) (
δπjlqil + πjlδqil

)
− 1

2
(
δπikqik + πikδqik

) (
δπjlqjl + πjlδqjl

)
+ 2δπikδqjkπ

jlqil − δπikδqikπ
jlqjl

]

− 1
2q

−1/2qmnδqmn

[
2
(
δπikqjk + πikδqjk

)
πjlqil −

(
δπikqik + πikδqik

)
πjlqjl

]

+
1
2

[
1
4q

−1/2
(
qijδqij

)2
+

1
2q

−1/2δqijδqij

](
πikqjkπ

jlqil − 1
2π

ikqikπ
jlqjl

)
,

(2.35)

where the coefficients for each term follow from the expansion in Eq. (2.4) and we
omitted the bar over background quantities.

Notice that for the above computations a universe with no matter content is assumed.
Were there to be matter, the related Hamiltonian should be perturbed too. In Ch. 3
we will apply this formalism to a Bianchi I universe filled with a scalar field as matter
content.

2.1.3 Hamiltonian constraints and constraint algebra

As discussed in Chapter 1, the Hamiltonian in GR is a constraint, therefore we expect
this property to persist in perturbation theory. The existence of constraints within
our theory gives rise to gauge freedom. In the context of CPT, the gauge-fixing must
happen at each order of perturbation. At zeroth order our constraint, defined by H0,
provides one degree of freedom to be chosen which corresponds to the freedom in
fixing our time. We can set our time to be any parameter suitable to describe the
dynamics of our system, like the position of a moving particle in a mechanical system.

The Hamiltonian (2.10) defines a gauge system if the constraints are truncated at
first order. This is due to the fact that the constraints δHµ are first-class at first
order, which means that they (weakly) commute at first order. Specifically, at each
spatial point, the algebra of the linearized constraints reads

{δHi, δHj} ≈ 0, {δHj , δH0} ≈ 0, (2.36)

where we used the weak equality since the commutators can be proportional to the ze-
roth order Hamiltonian which is a constraint. We note that the linearized constraints
commute strongly at first order and thus the group of gauge transformations that
they generate for each spatial point must be abelian. This is true independently from
any particular choice of background spacetime model. Moreover, Eq. (2.36), holds
for perturbation theory around any homogenous background, since the homogeneous
and inhomogeneous variables commute with each other.
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The constraints are dynamically stable on the constraint surface, namely,

δḢ0 =

{∫
(H(0) + H(2)), δH0(x)

}
= −δHi

,i(x) ≈ 0,

δḢi =

{∫
(H(0) + H(2)), δHi(x)

}
= 0

(2.37)

where δHi(x) = qijδHj(x), and the dot represents a derivative with respect to t.

Eqs (2.36) and (2.37) are a linearized version of the algebra of hypersurface defor-
mations of canonical relativity [45]. The full deformation algebra, and hence its
linearization, are universal in the sense that they do not depend on any particular
theory of gravity [46]. It is worth noting that the algebra can abelianize naturally for
spherically symmetric hypersurface deformations [47, 48].

2.2 Dirac method in CPT
The Dirac method introduced in Sec. 1.2.2, provides a powerful tool for setting valid
gauges and for reconstructing the spacetime metric from gauge-invariant variables in
the Hamiltonian formalism. In the following we will apply the Dirac method to CPT,
while still maintaining a generic background. This will give us an idea of the practical
and useful applications of this method. For an explicit application see [17] and Ch.
3.

2.2.1 Gauxe-fixing and reduced Hamiltonian

In order to remove the gauge freedom generated by solving the constraints δHµ, we
choose 4 gauge-fixing1 conditions, denoted by δcµ = 0, such that the commutation
relations between the gauge-fixing functions and the linear constraints form an in-
vertible matrix, that is,

Det{δcν , δHµ} ̸= 0. (2.38)

This condition is essential for transitioning from a constrained system to an uncon-
strained one. In particular, the invertibility of the matrix ensures that the chosen
gauge-fixing conditions remove all and only the unphysical degrees of freedom, es-
tablishing a consistent and reduced description of the system. The physical variables
describing the system are obtained from the reduction of the formalism by solving
both the gauge-fixing conditions δcµ = 0 and the constraints δHµ. More specifically
the set of 12 ADM perturbation variables (δqij , δπij), after solving the gauge-fixing
conditions and the constraints, are replaced by a reduced set of 4 physical variables
denoted by (δqphys

I , δπI
phys), where I = 1, 2. This reduction is explicitly performed in

Ch. 3 for different gauges. The physical variables can be chosen in such a way as
to form a canonical coordinate system on the submanifold in the kinematical phase
space, on which the gauge-fixing functions and the constraints vanish. We call this
submanifold the physical phase space. The canonical structure of the physical phase
space is encoded in the Dirac bracket,

{A,B}D = {A,B} − {A, δϕµ}{δϕµ, δϕν}−1{δϕν ,B}, (2.39)

where δϕµ ∈ (δH1, . . . , δH4, δc1, . . . , δc4) and where {δϕµ, δϕν}−1 is the inverse matrix
with regards to the indices. Note that the Dirac bracket depends on the choice of the

1There are as many gauge-fixing conditions as constraints.
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gauge-fixing conditions (δc1, . . . , δc4). Writing the Hamiltonian in terms of the new
reduced variables gives the reduced Hamiltonian:(

NH(2) + δNµδHµ

) ∣∣∣∣
δcµ=0=δHµ

= NH(2)
red(δq

phys
I , δπI

phys). (2.40)

As a consequence we also find the reduced Hamilton equations defined in terms of
the reduced set of variables, the reduced Hamiltonian, and the Dirac bracket:

d
dtδq

phys
I = {δqphys

I ,
∫ (

NH(0) +NH(2)
red

)
d3x}D,

d
dtδπ

I
phys = {δπI

phys,
∫ (

NH(0) +NH(2)
red

)
d3x}D.

(2.41)

Note that the term
∫
NH(0) generates the dynamics of the background coefficients,

which are typically present in the definitions of δqphys
I and δπI

phys.

2.2.2 Gauge-invariant Hamiltonian and Dirac observables

The reduced Hamiltonian is obtained by fixing the gauge, this means that one par-
ticular choice of gauge must be made. Although obtained from a particular choice of
gauge-fixing conditions, the reduced Hamiltonian and the physical variables in fact
encode the gauge-independent dynamics of the model. This can be shown with the
help of the Dirac observables presented in Sec. 1.2.2. In the context of perturbation
theory, considering the constraints Cµ = δHµ, the definition of the Dirac observables
in Eq. (1.44), now denoted by δDI , becomes:

{δDI , δHµ} ≈ 0 for all µ. (2.42)

As discussed, by definition, Dirac observables commute with the 4 constraints δHµ

and are understood as functions on the constraint surface. Hence, the number of
independent Dirac observables must be equal to the number of reduced ADM
perturbation variables, which is equivalent to the number of physical variables
(δqphys

I , δπI
phys). The Dirac observables provide a parametrization of the space of

the gauge orbits in the constraint surface whereas the physical variables provide a
parametrization of a particular gauge-fixing surface that crosses each gauge orbit once
and only once as depicted in Fig. 2.2. Therefore, as shown in Sec. 1.2.2 for the full
GR case, there exists a one-to-one correspondence between the Dirac observables
and the physical variables. Specifically, for any Dirac observable δDI there must exist
one and only one physical variable δOphys

I such that Eq. (1.48) with the new notation
becomes

δDI + ξµ
I δcµ + ζµ

I δHµ = δOphys
I (δqphys, δπphys), (2.43)

for some background coefficients ξµ
I and ζµ

I . Notice that, in CPT, Eq. (1.46), up to
first order in perturbation, now reads

{δDI , δDJ} = {δDI , δDJ}D. (2.44)
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Analogously, substituting Eq. (2.43) into (2.44) we find again Eq. (1.50), i.e. a
canonical isomorphism between Dirac observables and physical variables:

{δDI , δDJ} = {δDI , δDJ}D

= {δDI + ξµ
I δcµ + ζµ

I δHµ, δDJ + ξµ
J δcµ + ζµ

J δHµ}D

= {δOphys
I , δOphys

J }D.
(2.45)

Hence, we are able to define gauge-invariant Hamilton equation using the reduced
Hamiltonian and the Dirac bracket, as

d
dtδDI = {δDI ,

∫ (
NH(0) +NH(2)

red

)
d3x}D, (2.46)

where the reduced Hamiltonian is now understood as a function of the Dirac ob-
servables, H(2)

red = H(2)
red(δD). The presence of the zeroth-order constraint in (2.46),

expressed as {δDI ,
∫
NH(0)d3x}, arises from the fact that the Dirac observables δDI

are linear combinations of the ADM perturbation variables (δqab, δπab) with time-
dependent background coefficients. The dynamics of these coefficients must also be
taken into account. In the following Section we see how this comes into play in our
theory.

2.2.3 Physical Hamiltonian

With the Dirac observables δDI and the physical variables (δqphys
I , δπI

phys) at our dis-
posal, it is advantageous to rewrite the Hamiltonian as a function of either of these
variables. Both sets of variables are given by time-dependent combinations of the
initial ADM perturbation variables. Hence, the new parametrizations are obtained
through time-dependent canonical transformations. We shall use the Dirac observ-
ables δDI as basic canonical variables. As mentioned, those variables are linear
combinations of time-dependent background variables, as such, when performing a
time dependent canonical transformation, the initial Hamiltonian written in the new
coordinates acquires new terms responsible for the dynamics of the time-dependent
coefficients. When computing the symplectic form, the additional term from this
transformation, called the extra Hamiltonian density H(2)

ext, is added. The new
Hamiltonian density, in terms of the new canonical variables, is the sum of the reduced
Hamiltonian and the extra Hamiltonian.

H(2)
phys = H(2)

red + H(2)
ext. (2.47)

This is referred to as the physical Hamiltonian density. With this choice of
canonical variables, the Hamilton equations (2.46) are modified to read

d
dtδDI =

{
δDI ,

∫
NH(2)

physd
3x

}
D

(2.48)

Indeed, with such a choice of canonical variables the dynamics of the perturbations is
now given purely by the second-order physical Hamiltonian. The Dirac bracket

{A,B}D = {A, δDJ}{δDI , δDJ}−1{δDI ,B} (2.49)

can now be expressed in terms of the Poisson bracket and the Dirac observables
instead of the gauge-fixing functions. Although the gauge-fixing functions δCµ are not
explicitly defined in the formulation of the Dirac brackets (2.49), there is an implicit
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D
Dirac space

δHµ = 0
Constraint surface

Gauge orbit

Projection

δcµ = 0
Gauge-fixing surface

δc′µ = 0
Gauge-fixing surface

Canonical isomorphism

δξ

Gauge generator

δξ

δξ

Figure 2.2: Illustration of the key concepts involved in the Dirac
procedure: the constraint surface, the gauge-fixing surface, the gauge
orbit, the Dirac space and the canonical isomorphism between different
gauge-fixing surfaces.

dependence based on the assumption that the Dirac observables (2.42) commute with
the gauge-fixing functions, i.e., {δDI , δcµ}D = 0. This can always be achieved given
the ambiguous definition of δDI , i.e. Eq. (2.43).

2.2.4 Spacetime reconstruction

We have seen that the dynamics can be obtained from a gauge-invariant description,
i.e., we can write the Hamilton equations in terms of the physical Hamiltonian. The
physical interpretation of the obtained dynamics depends on the gauge-fixing con-
ditions. Thus, the physical interpretation can be considered independently from the
dynamical equations.

Eq. (2.38) implies the existence of a one-to-one map between the values of the
gauge-fixing functions, the constraint functions and the Dirac observables on one
hand, and the values of the ADM perturbation variables on the other, i.e.

(δHµ, δcµ, δDI) ↔ (δqab, δπab).

As a consequence, the geometry of the spatial leaf in terms of the ADM perturbation
variables, is unambiguously determined by fixing δHµ = 0 and δcµ = 0, from the
values of δDI .

To have a full description of the entire spacetime, it is crucial not only to understand
the geometry of the spatial slices but also to determine the values of the first-order
lapse function and the shift vector.This is what we refer to as spacetime recon-
struction, i.e. (δcµ, δDI) → (δqab, δπab,N ,N i). In order to obtain the values of the
lapse and shift we use the fact that the gauge-fixing dynamics must be preserved in
the kinematical phase-space. Mathematically this means that the Poisson brackets
between the gauge-fixing conditions and the total Hamiltonian must vanish, i.e.

{δcν , H} ≈ 0. (2.50)

Substituting the integrand of Eq. (2.10) and solving for δNµ we obtain

δNµ

N
≈ −{δcν , δHµ}−1

(
{δcν , H(0)} + {δcν , H(2)}

)
. (2.51)
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The above equation is physically meaningful only in the constraint surface, that is,
it holds weakly.

Finally, with Eq. (2.51) and Eq. (2.47), we conclude the overview of the Dirac method
in perturbation theory. This method allows us to obtain a gauge-invariant reduced
formulation of the Hamiltonian as well as the spacetime reconstruction. However the
spacetime reconstruction can only be obtained using the full Hamiltonian, which can
be cumbersome as the relation between the full and reduced Hamiltonian is hidden.
Moreover, as we will see in the next section, using the Dirac method it is not clear
how to define the so called partial gauge-fixing (see Sec. 2.3.5).

As such, it is interesting and useful to introduce a new parametrization of the kine-
matical phase space, which can simplify the spacetime reconstruction and the choice
of gauge-fixing conditions.

2.3 Kuchař decomposition
In the present section we revisit the procedure outlined above by means of the so-
called Kuchař decomposition that is a special parametrization of the kinematical
phase space with constraints encoded into canonical variables [49, 50]. The existence
of such a parametrization should become obvious as we proceed, nevertheless a general
proof, valid beyond perturbation theory, can be found in [51]. As we will see in Sec.
2.3.3 using the Kuchař decomposition, the gauge transformations form an abelian
group of translations, G = Rn (at each spacetime point). The space of all valid
gauges becomes explicit, and the distinction between complete and partial gauge-
fixing is very clear and analogous to electrodynamics.

2.3.1 Motivations

Recalling briefly the common issue that leads us to use the Dirac method for con-
strained systems, in GR we start with 12 initial degrees of freedom, then we solve 4
constraints and we apply 4 gauge-fixing conditions which leave us with 4 physical
degrees of freedom, i.e. two pairs of conjugate physical variables. In the previous
section we treated the problem of the redundant degrees of freedom applying what
we called Dirac method. Although, as explained, the method gives good results by
providing the physical Hamiltonian expressed in terms of the Dirac observables, the
issue with this method is that true dynamical variables are mixed with the variables
defining the spacetime coordinates [49]. This mixing would constitute a problem
in the quantum case in which the separation between variables of different types is
essential for their quantization.

The solution proposed by Kuchar̂ in [49] is to perform a canonical transformation
which separates the true dynamical variables and then solve the constraints. In
particular, this decomposition is defined by splitting the 12 ADM variables into three
sets of coordinates. Two of these sets are internal variables as they come from the
geometrical properties of the hypersurfaces, while the third and last set is given
by variables defining the true dynamical degrees of freedom of the system. The
important step which makes this decomposition interesting is the arbitrariness of the
spacetime slicing. In the ADM formalism, usually each slice has a fixed coordinates
system as the time change is usually defined as the change from one slice Σt to another
Σt+dt, which means that the variable t is assigned to the entire hypersurface. In this
new decomposition the time can be locally changed, leading to two hypersurfaces
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Figure 2.3: Thin sandwich of two spatial slices, one pictured in green
and the other with a white grid. The time bubble is denoted by a
colour gradient. It shows how the time is accounted for even when the
spacetime slicing choice is left arbitrary.

which are only locally different. The time change will thus create a sort of bubble
deformation (see Fig. 2.3), as Kuchar̂ calls it in his paper [49], and from which the
new formalism takes the name of bubble-time canonical formalism.

2.3.2 Decomposition - how to build the new formalism

We now introduce the new variables. To do so we will closely follow the arguments
presented in [49]. As previously explained, 4 of the ADM variables (qij ,πij), are non-
dynamical variables and they are given by the first-class constraints of the system.
They will represent the first group of canonical variables for the kinematical phase
space in this new parametrization. The second group is given by the variables
canonically conjugate to the first ones. As explained in Sec. 1.2.1, this is the set
of variables playing the role of the gauge-fixing conditions, and, as for the variables
of the first group, those are non-dynamical too. The third group is given by the
Dirac observables which, by definition, are gauge-invariant variables undergoing the
physical dynamics of the system. Let us now apply this formalism to redefine the
system described in Sec. 2.2. More explicitly, the procedure will be as follows:

1. We introduce new canonical variables in the kinematical (ADM) phase space.
As mentioned, we need to define two sets of canonical pairs, the first one
given by the constraints δHµ which, at first order, strongly commute between
themselves (2.36), and the second one given by the 4 gauge-fixing functions δCµ.
We now have the set of canonical pairs (δHµ, δCµ).

2. We define the so-called strong Dirac observables δDI that are uniquely
determined by the requirement that they strongly commute with the constraint
functions and the gauge-fixing functions, see Eq. (1.43). Their Poisson algebra
is closed and they form canonical pairs which we shall denote by (δQI , δP I).

3. After finding the variables for the first, second and third group, we have that
the new set of canonical variables in the kinematical phase space are:

(δHµ, δCµ, δQI , δP I).

The algebra of these new variables, up to first order, is

{δHµ(x), δCν(y)} = δ ν
µ δ

3(x− y), {δQI(x), δP J (y)} = δ J
I δ3(x− y), (2.52)
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with all the remaining basic commutation relations vanishing. This new parametriza-
tion arises from the canonical transformation

R12 ∋ (δqab, δπab) 7→ (δHµ, δCµ, δQI , δP I) ∈ R12. (2.53)

This transformation is time-dependent as the Kuchař variables are linear combina-
tions of the ADM perturbation variables with time-dependent zeroth-order coeffi-
cients. Hence the Hamiltonian in the new parametrization HK , will be

H → HK = H + K,

where K is the extra Hamiltonian needed to compensate for the dynamics of the
zeroth-order coefficients present in the definition of the new canonical variables. Ac-
cording to the theorem in [52] we know that Poisson brackets are invariant under
canonical transformations. Therefore the Poisson brackets expressed in terms of the
ADM variables and the Kuchař variables are equivalent.

In the Kuchař parametrization the total Hamiltonian is given by

HK =
∫ [

NH(0) +N(H(2) + K(2)) + δNµδHµ

]
d3x, (2.54)

where
∫
NK(2)d3x = K. It generates the following Hamilton equations:

δQ̇I = N
∂(H(2) + K(2))

∂δP I
, δṖ I = −N ∂(H(2) + K(2))

∂δQI
,

δḢµ = N
∂(H(2) + K(2))

∂δCµ
, δĊµ = −N ∂(H(2) + K(2))

∂δHµ
− δNµ.

(2.55)

It is interesting to note how, through logical steps and consistency checks within the
theory, it is possible to simplify the form of the total Hamiltonian HK using Hamilton
equations (2.55). In the following steps, we will outline the logical procedures for this
reduction.

↪→ The constraints’ dynamics is conserved in the constraints, surface, this means
that

δḢµ = N
∂(H(2) + K(2))

∂δCµ
≈ 0.

Therefore, the terms ∝ δCνδCµ, ∝ δQIδC
µ, and ∝ δP IδCµ must not be

present in the total Hamiltonian HK , as their presence would result in non-
vanishing terms in δḢµ. Notice that the absence of terms such as ∝ δQIδC

µ

and ∝ δP IδCµ can also be understood by examining the dynamics of Dirac
observables, which are expected to be independent of the gauge choice.

↪→ Notice that the Hamiltonian density H(2) + K(2) must be weakly equal to the
Hamiltonian density H(2)

phys of Eq. (2.47), more specifically, H(2) ≈ H(2)
red and

K(2) ≈ H(2)
ext.

The total Hamiltonian HK is the sum of a physical part (2.47) and a weakly
vanishing part. Thus, in the Kuchař parametrization the total Hamiltonian HK
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reads:

HK = N

∫ [
H(2)

phys(δQI , δP I )︸ ︷︷ ︸
physical part

+ (λµI
1 δQI + λµ

2IδP
I + λµν

3 δHν + λµ
4νδC

ν +
δNµ

N
)δHµ︸ ︷︷ ︸

weakly vanishing part

]
d3x,

(2.56)
where, in general, the zeroth-order coefficients λ1, λ2 and λ3 depend on the particular
choice of gauge-fixing functions δCµ. Computing Eq. (2.51) obtained from Eq.(2.55)
we obtain an equation for the lapse function and shift vector which depends on λ1
and λ2 as

δNµ

N
≈ −λµI

1 δQI − λµ
2IδP

I . (2.57)

Given that the lapse and shift are gauge-dependent quantities, while the Dirac observ-
ables δQI and δP I are not by definition, it is evident that λ1 and λ2 must be gauge-
dependent quantities. In contrast, the value of λ4 is gauge-invariant, meaning
it does not depend on the particular gauge-fixing functions used. Indeed, from Eq.
(2.56) we have that

λµ
4νδHµ = {δHν , HK} = {δHν ,

∫
(H(0) + H(2))}, (2.58)

that is, the matrix λ4 is fixed unambiguously by the algebra of hypersurface defor-
mations (2.37).

The value of λ3 is irrelevant for the physical content of the theory.

2.3.3 Gauge transformations

The variables defined by the Kuchař parametrization depend on the gauge-fixing
conditions δCµ; therefore, for each choice of gauge, a new reparametrization is defined.

We define a new set of gauge-fixing functions with δC̃µ. The full gauge transfor-
mation is given by the canonical map G:

G : (δHµ, δCµ, δQI , δP I) 7→ (δH̃µ, δC̃µ, δQ̃I , δP̃ I). (2.59)

Notice that the constraint functions are preserved in the transformation, i.e. δH̃µ =
δHµ.

We assume the new gauge-fixing functions δC̃µ to be canonically conjugate to the
constraints δHµ, i.e., {δHµ(x), δC̃ν(y)} = δ ν

µ δ
3(x− y). This assumption is justified,

as any set of gauge-fixing functions, δCµ
ini, can be transformed into the canonical

form, δCcan, as follows:

δCµ
can(x) =

∫
Mµ

ν(x, y)δCν
ini(y)d3y, (2.60)

where Mµ
ν(x, y) = {δHµ(x), δCν

ini(y)}−1. Therefore, the difference between any two
sets of canonical gauge-fixing functions should satisfy

{δHν , δC̃µ − δCµ} = 0,

from which we find that the most general form of gauge-fixing functions can be written
as

δC̃µ = δCµ + αµ
IδP

I + βµIδQI + γµνδHν . (2.61)
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The parameters αµ
I , βµI and γµν are background-dependent with the index I

running from 1 to half of the number of basic Dirac observables for a given system.
Thus, in the vacuum case I ∈ {1, 2} labels two polarization modes of the gravitational
wave. The first two parameters αµ

I and βµI are 4 × 2 matrices, whereas γµν is
a 4 × 4 matrix. Since gauge-fixing conditions are physically relevant only in the
constraint surface, where δHν = 0, it follows that the only independent parameters
involved in the gauge transformation (2.61) must be αµ

I and βµI . In other words, the
space of gauge-fixing conditions for any fixed label µ is the affine space of dimension
equal to the number of Dirac observables in the system. The background-dependent
parameters can in principle depend on time; their explicit formulation can be obtained
with the following formulas

αµ
I =

{
δQI ,

∫
(δC̃µ − δCµ)

}
,

βµI =

{∫
(δC̃µ − δCµ), δP I

}
.

(2.62)

The change in the class of gauge-fixing functions implies that the symplectic form,

Ω = dδQI ∧ dδP I + dδHµ ∧ dδCµ, (2.63)

can now be reformulated in an equivalent form for any (α,β) as

Ω = d (δQI−αµ
IδHµ) ∧ d

(
δP I+βνIδHν

)
+ dδHµ ∧ d

[
δCµ + αµ

IδP
I + βµIδQI +

1
2
(
αµ

Iβ
νI − αν

Iβ
µI
)
δHν

]
+ dt∧ d

[
α̇µ

IδHµδP
I + β̇µIδHµδQI +

1
2
(
α̇µ

Iβ
νI − αµ

I β̇
νI
)
δHµδHν

]
.

(2.64)

Thus, the new Kuchař variables are

δQ̃I = δQI − αµ
IδHµ,

δP̃ I = δP I + βµIδHµ,
δH̃µ = δHµ,

δC̃µ = δCµ + αµ
IδP

I + βµIδQI +
1
2
(
αµ

Iβ
νI − αν

Iβ
µI
)

γµν

δHν ,

(2.65)

Notice that the matrix γµν is determined entirely by the parameters αµ
I and βµI ,

thus completely defining a gauge transformation. The extra Hamiltonian density
coming from the time-dependent coordinates transformation is given by:

K(2) = −
[
α̇µ

IδHµδP
I + β̇µIδHµδQI +

1
2
(
α̇µ

Iβ
νI − αµ

I β̇
νI
)
δHµδHν

]
. (2.66)

By substituting Eq. (2.66) into Eq. (2.54), we obtain the new Hamiltonian that we
shall denote by HK̃ . We note that the extra Hamiltonian is weakly zero as it must be
in order for the dynamical equations (2.55) for the Dirac observables to be preserved
in the constraint surface. The gauge transformation does not affect the definition
of the Dirac observables, as their definition in Eq. (2.66) has the parameters αµ

I

and βµI multiplied by the constraints δHµ, which is zero in the constraint surface.
Nevertheless, the gauge transformation does modify the Dirac observables in their
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extension beyond the constraint surface, which, however, is not physically relevant.

From Eqs. (2.65), we can see that the local space of gauge-fixing conditions is defined
by the parameters αµ

I and βµI . This defines a space without an origin, as our system
is invariant under gauge parametrization, meaning no gauge is preferred over another.
Therefore, we conclude that the local space of gauge-fixing conditions is an affine
space of dimension n, and the local gauge group is the space of displacement vectors
in this affine space, G = Rn, where n is the number of αµ

I ’s and βµI , i.e. the number
of Dirac observables times the number of gauge-fixing conditions. Hence, the group
of canonical transformations (2.59) is abelian.

Gα,β ◦ Gα′,β′ = Gα+α′,β+β′ . (2.67)

The physical part of the Hamiltonian (2.56), is transformed according to the fol-
lowing replacement:

H(2)
phys(δQI , δP I) → H(2)

phys(δQ̃I , δP̃ I),

i.e., as we would expect, it is gauge-invariant. The transformation of the weakly
vanishing part of the Hamiltonian (2.56) together with Eqs. (2.65) must also take
into consideration the transformation of the λ’s coefficient, which go as follows:

λµI
1 → λ̃µI

1 = λµI
1 − β̇µI − λµ

4νβ
νI −

∂2H(2)
phys

∂δQI∂δP J
βµJ +

∂2H(2)
phys

∂δQI∂δQJ
αµ

J ,

λµ
2I → λ̃µ

2I = λµ
2I − α̇µ

I − λµ
4να

ν
I +

∂2H(2)
phys

∂δP I∂δQJ
αµ

J −
∂2H(2)

phys
∂δP I∂δP J

βJµ,

λµν
3 → λ̃µν

3 = λµν
3 +

1
2
(
α̇µ

Iβ
νI − αµ

I β̇
νI
)
+

1
2λ

µ
4κ

(
ακ

Iβ
νI − αν

Iβ
κI
)

+ λµI
1 αν

I − λµ
2Iβ

νI −
∂2H(2)

phys
∂δQI∂δP J

αµ
Iβ

νJ

+
1
2

∂2H(2)
phys

∂δQI∂δQJ
αµ

Iα
ν
J +

1
2

∂2H(2)
phys

∂δP I∂δP J
βµIβνJ ,

λµ
4ν → λ̃µ

4ν = λµ
4ν ,

(2.68)

i.e., λ1, λ2 and λ3 are gauge-dependent, whereas λ4 is gauge-invariant, see end
of Sec. 2.3.2.

2.3.4 Spacetime reconstruction

As done in Sec. 2.2.4 for the Dirac method, we will discuss the spacetime reconstruc-
tion in the Kuchař parametrization.

The gauge stability condition δĊν = 0 is a dynamical equation, defined as the
Poisson bracket between the gauge-fixing condition and the Hamiltonian. Therefore,
it is important to specify the particular parametrization used in the definition of the
Poisson bracket to ensure the appropriate Hamiltonian is employed. We denote the
Poisson bracket in the Kuchař parametrization as {·, ·}K . Thus, the gauge stability
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condition reads:
{δCν , HK}K = 0. (2.69)

Making use of Eq. (2.54) and Eq. (2.69), we find a formula for the computation of
the lapse and shift functions:

δNµ

N
= −∂(H(2) + K(2))

∂δHµ
. (2.70)

The above formula involves only the weakly vanishing part of the Hamiltonian
(2.56) as the lapse and shift are pure gauge-dependent quantities. Notice, however,
that the difference between the lapse and shift computed in two different gauges
depends only on the gauge-independent part of the Hamiltonian (2.56), which
simplifies the task of spacetime reconstruction. Indeed, after substituting Eqs. (2.68)
into Eq. (2.57) we find that in the constraint surface the different values of δNµ

computed in different gauges reads

δÑµ

N

∣∣∣∣∣
δC̃µ=0

− δNµ

N

∣∣∣∣∣
δCµ=0

≈

λµ
4νβ

νI + β̇µI +
∂2H(2)

phys
∂δQI∂δP J

βµJ −
∂2H(2)

phys
∂δQI∂δQJ

αµ
J

 δQI

+

λµ
4να

ν
I + α̇µ

I −
∂2H(2)

phys
∂δP I∂δQJ

αµ
J +

∂2H(2)
phys

∂δP I∂δP J
βµJ

 δP I .

(2.71)
From Eq. (2.71) it is straightforward to see that the difference between the lapse
and shift in any two gauges is completely determined by the physical part of the
Hamiltonian H(2)

phys and the gauge-invariant coefficient λ4. As explained at the
end of Sec. 2.3.2, the value of λ4 can easily be obtained from the algebra of the
hypersurface deformations [46]. Once the lapse and shift has been found for one
gauge-fixing condition, they can easily be found for any other gauge without using
the full Hamiltonian.

Let us now see how the three-geometries transform under the gauge transforma-
tions. Consider the following linear map between the Kuchař and the ADM variables:

δHµ

δCµ

δQI

δP I

 = M

 δqab

δπab

 , (2.72)

where M is a matrix of the background coefficients computed for the preferred gauge-
fixing functions δCµ. Then the physical three-surface is obtained from the van-
ishing of δCµ:

 δqab

δπab

 = M−1


0
0
δQI

δP I

 . (2.73)
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From Eq. (2.65) we find that the physical three-surface in any gauge δC̃µ = 0 reads

 δq̃ab

δπ̃ab

 = M−1


0

−αµ
IδP

I − βµIδQI

δQI

δP I

 , (2.74)

and is a linear function of the coefficients αµ
I and βµI .

Thus, we found a map allowing us to change from one parametrization to the other
in any possible gauge. See 3.3.5 for an application in the context of a Bianchi I
background.

2.3.5 Partial gauge-fixing

To conclude this section on the Kuchař parametrization, we explore the possibility
of fixing a gauge in other ways than by explicitly setting the gauge-fixing conditions
δCµ = 0. For instance, we may impose the synchronous gauge [53, 54], which
consists of specifying the spacetime coordinate system by means of conditions on the
lapse and shift functions. More generally, we may replace only some of the gauge-
fixing conditions with conditions on the lapse and shift functions. Nevertheless, we
find it sufficient to restrict our attention to the case of 4 conditions on the lapse and
shift functions. We shall call this method "partial gauge-fixing" to distinguish it
from the method used in the previous subsection.

Let us first observe an interesting analogy with the well-known gauge theory in elec-
trodynamics (see e.g. [55], [56]). In electrodynamics, the Coulomb gauge, ∇A⃗ = 0,
is an example of a gauge-fixing condition on the kinematical phase space made of the
spatial components of the four-potential and their conjugate momenta (A⃗, π⃗). On the
other hand, the Lorenz gauge, ∂µA

µ = 0, is an example of a partial gauge-fixing
condition on the temporal component of the four potential A0. The latter plays a
role of the Lagrange multiplier analogously to the lapse and shift in gravity, and mul-
tiplies the only constraint of electrodynamics, the Gauss constraint. As we will
see below, the partial gauge-fixing in the present theory respects a limited amount of
covariance, which is a clear counterpart of the Lorentz-invariance of the Lorenz gauge
in electrodynamics.

Let us first study the subspace of gauge transformations that preserve the lapse and
shift functions, i.e., δÑµ

N

∣∣∣
δC̃µ=0

− δNµ

N

∣∣∣
δCµ=0

= 0. This will determine the residual
gauge freedom associated with this method of gauge-fixing. Using Eq. (2.71), we find
the ambiguity in the choice of the respective gauge-fixing conditions, expressed here
in terms of αµ

I and βµI . These parameters satisfy the following dynamical equations
(for each perturbation mode, k⃗):

α̇µ
I = −βµJ

∂2H(2)
phys

∂δP J∂δP I
+ αµ

J

∂2H(2)
phys

∂δQJ∂δP I
− λµ

4να
ν
I ,

β̇µI = −βµJ
∂2H(2)

phys
∂δP J∂δQI

+ αµ
J

∂2H(2)
phys

∂δQJ∂δQI
− λµ

4νβ
νI ,

(2.75)

where the second-order partial derivatives yield the background coefficients of the
physical Hamiltonian. Note that the solution of Eq. (2.75) does not depend on the
particular choice of the lapse and shift. Once αµ

I and βµI are set at an initial time for
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δP

δQ

New gauge

Initial gauge β

α

Figure 2.4: A displacement vector in the space of gauge-fixing con-
ditions determines a new gauge via a shift from the initial gauge at
the point of origin.

all I = 1, 2 and µ = 0, 1, 2, 3, a unique solution t 7→ (αµ
I(t),βµI(t)) exists. Hence, at

the initial time t0 we have complete freedom in defining the gauge-fixing functions,

δC̃µ(t0) ≈ δCµ(t0) + αµ
I(t0)δP

I + βµI(t0)δQI , (2.76)

where δCµ(t0) lies at the point of origin of the gauge frame and δC̃µ(t0) are arbitrary
gauge-fixing functions. Once the choice is made, Eq. (2.75) determines the gauge-
fixing functions at all other times. There is a very clear spacetime picture associated
with this ambiguity (see Fig. 2.4): once δC̃µ(t0) are chosen, the initial three-surface
with coordinates on it is fixed. If the initial values of the gauge-invariant variables
(δQI(t0), δP I(t0)) are known, then the initial three-surface may be reconstructed
explicitly in terms of the ADM perturbation variables.

Furthermore, the evolution of the three-surface with its coordinates is uniquely de-
termined via the evolution of δC̃µ(t) and the independent evolution of the gauge-
invariant variables (δQI(t), δP I(t)). Hence the full spacetime geometry is recon-
structed. Note the very important feature that the spacetime coordinate system
is introduced in a way that is independent of the evolution of the gauge-invariant
variables (δQI(t), δP I(t)).

Now let us consider the case in which the LHS of Eq. (2.71) is non-vanishing. Then
δÑµ

N

∣∣∣
δC̃µ=0

− δNµ

N

∣∣∣
δCµ=0

is an arbitrary linear combination of Dirac observables. In
this case Eq. (2.71) implies

α̇µ
I = −βµJ

∂2H(2)
phys

∂δP J∂δP I
+ αµ

J

∂2H(2)
phys

∂δQJ∂δP I
− λµ

4να
ν
I − ∂

∂δP I

(
δÑµ − δNµ

N

)
,

β̇µI = −βµJ
∂2H(2)

phys
∂δP J∂δQI

+ αµ
J

∂2H(2)
phys

∂δQJ∂δQI
− λµ

4νβ
νI − ∂

∂δQI

(
δÑµ − δNµ

N

)
.

(2.77)

where a particular solution can be obtained by initially assuming αµ
I(t0) =

βµI(t0) = 0. The complete space of solutions is then constructed by combining
it with the solutions of Eq. (2.75).
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2.4 Summary
In this chapter we discussed how to perturb the Hamiltonian up to n-th order in
perturbation while only considering terms linear in the perturbation of the metric,
i.e. (δq)n. We used this result to obtain the second order perturbation of the metric,
we saw that the 0-th and 1-st order are constraints, while the second, and last, order is
non-zero. This allows us to work with a constraint system, although, contrary to the
full GR case, the total Hamiltonian is non-vanishing. Using the notion gathered in Ch.
1, we were able to study our perturbed system using the Dirac method. This allowed
us to reduce our Hamiltonian from the full phase-space, in which redundant degrees
of freedom are present, to the constraints surface by solving the constraints. The
Hamiltonian in the constraints surface is yet non-physical and has a gauge freedom,
which allows us to set the most convenient gauge based on our needs. Once the gauge
is fixed, we do get a new Hamiltonian in terms of the ADM variables. The form of
this Hamiltonian will then change based on the gauge-fixing chosen. To overcome this
issue we introduce the Dirac observables which are defined as those variables which
commute with the constraints. These new variables allow us to write our Hamiltonian
in a gauge-independent way and thus determine the final physical Hamiltonian.
The final issue to be addressed is the spacetime reconstruction, i.e. finding the value
of the lapse and shift, whose values do depend on the gauge choice. This is easily
done by considering the Poisson brackets between the gauge-fixing conditions and the
total Hamiltonian, which are zero as the gauge-fixing conditions must be dynamically
preserved.

We then introduced an alternative parametrization based on the Kuchař decom-
position, allowing the separation of variables defining the hypersurface and those
defining the coordinates. The new phase space variables are given as two types of
canonical pairs: one defined by the Dirac observables and the other by the gauge-
fixing functions and Hamiltonian constraints.

When deriving spacetime solutions for arbitrary gauges, we establish a gauge frame
by placing a chosen gauge at the point of origin. The respective full spacetime metric
for that particular gauge is computed, as explained in Section 2.2.4. The usual and
convenient choice for the point of origin is the spatially flat (or spatially uniform)
gauge. Subsequently, we construct other gauges conveniently by making arbitrary
choices of the parameters αµ

I and βµI within a fixed gauge frame. As demonstrated,
these choices completely determine the new full spacetime metric: (i) they determine
the lapse function and the shift vector on the three-surfaces through the stability
equation (2.71); and (ii) they define the metric of the three-surfaces via Eq. (2.74).

2.5 Conclusions
The purpose of this work was to develop a complete Hamiltonian approach to CPT.
The basic property of our approach is the separation of the gauge-independent dy-
namics of perturbations from the problem of gauge-fixing and spacetime reconstruc-
tion. We use the Dirac procedure for constrained systems to derive the dynamics of
gauge-dependent perturbations and to rewrite it in terms of gauge-independent quan-
tities, the Dirac observables. A key element of our approach is the reconstruction of
spacetime based on gauge-fixing conditions.
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Similar work in which the problem of gauge-fixing is addressed like in [36, 54, 57],
do not offer a methodological choice of gauge-fixing conditions. Although some com-
monly used gauges, their validity and, in some cases, their residual freedom are stud-
ied in the mentioned references, no general method for defining a valid gauge and its
residual freedom is provided. As such, no clear exposition of the connection between
the residual freedom, the lapse and the shift, and the choice of the initial three-surface
is presented. To overcome this problem, we introduced the Kuchař decomposition
for the ADM perturbation phase space. The space of all the possible gauge-fixing
conditions and the gauge transformations induced by the linear diffeomorphisms of
three-surfaces are made explicit via this decomposition. Moreover, it makes the trans-
formations of the lapse and shift manifestly dependent on purely gauge-independent
terms of the full Hamiltonian. This simplifies the problem of spacetime reconstruction
and provides a tool for studying partial gauge-fixing.

The possible applications of the presented Hamiltonian formalism include address-
ing key conceptual problems in quantum cosmology such as:

↪→ The time problem (see Ch. 4);

↪→ The semiclassical spacetime reconstruction;

↪→ The relation between the kinematical and reduced phase space quantization.

The full clarification of the Hamiltonian formalism and its structure is essential for
understanding these and similar issues.
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CHAPTER3
Perturbation theory in anisotropic

universes

The goal of this chapter is to apply the Hamiltonian formalism presented in Ch. 2 to
cosmological perturbations within the context of an anisotropic background, specif-
ically the Bianchi I universe. Our result agrees with [19], where the standard
configuration space approach is used. However, we express the physical Hamiltonian
in a form that is better suited for the (affine or canonical) quantization of both the
background and the perturbations in a consistent manner. We provide full canoni-
cal expressions for gauge-invariant variables, including the canonical definition of a
gravitational wave, which differs from the isotropic case. We utilize the Dirac proce-
dure to test various gauge-fixing conditions and their isotropic limits. Furthermore,
we discuss the reconstruction of the full spacetime metric in terms of physical phase
space variables and illustrate it with an example.

The study of anisotropic backgrounds presents many interesting differences compared
to isotropic ones. In particular, the dynamics of cosmological perturbations in ani-
sotropic backgrounds exhibit new and fascinating phenomena, such as couplings
between two modes of a gravitational wave or between gravitational waves and scalar
fields [19, 58]. Moreover, the definition of polarization modes becomes ambiguous
in these scenarios [58]. Our method relies on Fermi-Walker-propagated vectors
tangent to the wavefronts, offering a more comprehensive framework for understand-
ing polarization in anisotropic backgrounds. Although this definition may not be
optimal for quantization purposes, it provides the simplest form of the dynamics and
aligns with the prescription given in [19]. Another interesting difference arises from
the admissible gauge-fixing conditions, which can differ from those in isotropic space-
times. Indeed, we provide an example of a valid gauge that does not exist within
the isotropic limit. Furthermore, the expression of Dirac observables in kinematical
phase space variables becomes more intricate due to the mixing of scalar, vector, and
tensor modes. This mixing introduces a complexity such that gravitational waves
can no longer be unequivocally associated with the transverse and traceless metric
perturbations. As a result, the geometrical meaning of physical variables can vary
significantly when switching from one gauge-fixing surface to another.

We approach the issue of spacetime reconstruction using both the Dirac method
and Kuchař decomposition. With the Dirac method, once a gauge choice has been
made, it is necessary to return to the kinematical phase space to determine the values
of the Lagrange multipliers, δN and δN i. This issue has been discussed in [17] in the
context of isotropic spacetimes. The spacetime reconstruction can be simplified by
using the Kuchař decomposition, as discussed in Ch. 2.
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For the most part, we consider a minimally coupled canonical scalar field as the
only matter component. However, in Sec. 3.4, the formalism is extended to the case
of any number of minimally coupled scalar fields in an arbitrary potential.

The canonical formalism obtained in this chapter serves as a starting point for the
quantization of all gravitational degrees of freedom, not only for tensor modes, but
also scalar ones. The quantization of a perturbed anisotropic universe provides a
framework for testing the hypothesis of a primordial anisotropic universe, in which
quantum gravity effects play an essential role. These quantum gravity effects, such as
singularity resolution, spread, interference, and entanglement, may offer a physically
rich and viable alternative, or complement, to the inflationary paradigm models. For
a more comprehensive understanding of the quantum cosmological dynamics up to
first order, refer to the detailed explanation provided in [59], particularly Eq. (17).
It must be noted that presently available analogous quantum frameworks (see e.g.
[60]) are much simpler as they usually assume primordial isotropy and neglect the
quantum spread or entanglement. They also generically predict (slightly) blue-tilted
primordial amplitude spectrum of density perturbations (scalar modes) in tension
with the cosmic microwave background (CMB) data [61].

The primary motivation behind this work is the need for new frameworks which
include fewer primordial symmetries but still cover all the important quantum ef-
fects. This idea is supported both theoretically and by what has been observed.
For instance, when data from the CMB is examined, statistical anomalies emerge
that standard theories struggle to explain. Hence, exploring anisotropic inflationary
models can result in an effort to explain them [62].

For earlier works on the cosmological perturbations in a Bianchi I universe, apart
from the already mentioned [19], see earlier discussions of linearized Einstein’s equa-
tions in [58, 63], where some approximate solutions were derived. The solutions for
the vacuum case (i.e. for the perturbed Kasner universe) were also studied in [64].
Recently, an interesting canonical analysis of the theory, by another method, was
also considered in [41]. It is worth noting that similarly the perturbation theory of
anisotropically curved cosmologies, the Bianchi III and the Kantowski-Sachs models,
is found to lead to interesting physical effects [65].

3.1 Perturbative expansion of the canonical formalism

We start by assuming the spacetime topology given by M ≃ T3 × R in order to have
a spatially compact universe. This choice allows us to avoid the ambiguity in the
definition of the symplectic structure for background (homogeneous) variables and to
avoid the introduction of a boundary term known as the Gibbons–Hawking–York
boundary term [66–68]. Notice that the choice of any 3D compact space gives us
discrete eigenvalues for the Laplace operator. This means that, when going to the
Fourier space (see Sec. 3.2), the wave numbers k are discrete. We choose a torus as
it is the simplest 3D compact space.

For any compact 3D space, the wave numbers are discrete. This is a result of the com-
pactness of the space, which imposes boundary conditions that quantize the possible
wavelengths, leading to discrete eigenvalues for the Laplace operator. This quanti-
zation reflects the fact that only certain modes of vibration (or wave numbers) can
exist in a finite, bounded space.
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The line element in the ADM formalism is given in Eq. (1.2). The spacetime is filled
with a real scalar field ϕ in a potential V (ϕ). The phase space of this model
includes the ADM variables. In the geometry sector, these variables include the
three-metric qij and the three-momenta πij (defined in Eq. (1.12)). In the matter
sector, we have the scalar field ϕ and its momentum πϕ. These variables satisfy the
following canonical equations:

{qij(x),πkl(x′)} = δ
(k
(i δ

l)
j) δ

3(x− x′), {ϕ(x),πϕ(x
′)} = δ3(x− x′). (3.1)

The dynamics is generated by the Hamiltonian in Eq. (1.13), which we rewrite here
for convenience with a slight change of notation as,

H =
∫ (

NH0 +N iHi

)
d3x. (3.2)

The above Hamiltonian comprises the gravity and matter parts:

H0 = Hg,0 + Hm,0, Hi = Hg,i + Hm,i , (3.3)

with H0 and Hg,i defined in Eq. (2.7) and Eq. (2.8) respectively. The matter
Hamiltonian is defined as follows

Hm,0 =
√
q

[1
2q

−1π2
ϕ +

1
2q

ijϕ,iϕ,j + V (ϕ)

]
, Hm,i = πϕϕ,i . (3.4)

We expand the above canonical formalism in perturbations around a Bianchi I
background, where the three-metric and the three-momentum perturbations are given
in Eq. (2.11). The lapse and the shift are perturbed as per Eq. (2.1), which at
first order reads, N 7→ N + δN and N i 7→ N i + δN i, where N and N i are now
understood as zero-order quantities. The total Hamiltonian expanded up to second
order was defined in Eq. (2.10). By considering

∫
T3 d3x = 1 and separating the vector

and the scalar parts of the first-order Hamiltonian, we can write

H = NH(0)
0 +

∫
T3

(
NH(2)

0 + δNδH0 + δN iδHi

)
d3x. (3.5)

Recall that H(0)
0 is zeroth order, δH0, δHi are first order and H(2)

0 is second order
in perturbation. The expansion is defined around a non-tilted Bianchi I spacetime,
meaning that the flow of the scalar field is orthogonal to the spatial hypersurfaces at
any time, and thus H(0)

i = 0, as seen in Sec. 2.1.2. Moreover, we can simplify our
formalism by choosing the simplest value for the shift vector N i, i.e. N i = 0. As
explained in [69], fixing both the values of N and N i generally equates to selecting a
particular set of coordinates, which is usually avoided.

3.1.1 The anisotropic model

In this work, we perturb around the Bianchi I universe, which is one of the possible
solutions of the Einstein equations obtained by relaxing the assumption of isotropy
while maintaining homogeneity in the Universe. In this section we will briefly in-
troduce the Bianchi Universes [70, 71] and then focus on the particular case of the
Bianchi I solution.

Following the approach presented in [53], we define a triad, or frame, for describ-
ing spacetime. We introduce the triad vectors ei, which are differential operators
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independent of the coordinates and provide tangent vectors to the three-surface at
each point in the manifold. The operators ∂µ are basis vectors, meaning they are
linearly independent, and every vector field ei can be uniquely expressed as a linear
combination of the ∂µ. We can thus define a linear differential operator such that

ei = eµ
i

∂

∂xµ
. (3.6)

The Latin indices label the frame vectors, while the Greek indices label the spacetime
coordinates. The line element in this new basis reads

ds2 = γije
i
αe

j
βdxαdxβ (3.7)

which describes a non-Euclidean homogeneous space.

A generic set of vector fields ei forms a non-coordinate basis if [ei, ej ] ̸= 0. The
commutator is also defined as the Lie derivative of ej with respect to ei, denoted as
[23, 53]

Leiej ≡ [ei, ej ] = Ck
ijek (3.8)

where Ck
ij are the structure constants1 of the basis ei, representing the torsion

of the vector field [69]. Eq. (3.8) represents the required conditions for space homo-
geneity, Introducing the quantities C lk defined by the relation

Ck
ij = ϵijlC

lk, (3.9)

we can have an object behaving like a tensor under linear transformation of the frame
vectors. As such, by using tensor-like properties we are able to determine all the non-
equivalent structure constants. This allows us to obtain a classification of all the
3-parameter homogeneous spaces. We can write C lk as the sum of symmetric
and antisymmetric components, i.e., using the notation in [53],

C lk = nlk + ϵlkjaj , (3.10)

where nlk is the symmetric part and ϵlkjaj the antisymmetric one. We can finally
introduce the Bianchi classification using the eigenvalues of nlk, namely n1, n2 and
n3, and considering, without loss of generality [53], the simpler case in which the
antisymmetric part is ak = (a, 0, 0). The full list of possible combinations is given in
Table 3.1 We are interested in the case in which a = 0, n1 = n2 = n3 = 0 describing
an Euclidean space (invariant under commuting translations) as all the curvature
components vanish and we are left with a flat anisotropic spacetime which we will
consider as background for our model.

Let us now focus on the Bianchi I background metric, which reads:

ds2 = −dt2 +
∑

i

a2
i (dxi)2, a = (a1a2a3)

1
3 , (3.11)

where a is the average scale factor and we assume the coordinates2 (x1,x2,x3) ∈
[0, 1)3. We will now use the computation presented in Sec. 2.1.2 to obtain the zeroth,
first and second order of the Hamiltonian in the BI universe. From (2.13), setting
the background variables to q̄ij = a2

i δij and π̄ij = piδij , we have that the background
1For a more detailed derivation of Eq. (3.8), refer to [53].
2This assumption is due to our initial choice of spacelike hypersurfaces (see the beginning of the

current section) which we assume to be a torus.
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I II III IV V VI0 VIa VII0 VIIa VIII IX

a 0 0 1 1 1 0 a 0 a 0 0

n1 0 1 0 0 0 1 0 1 0 1 1

n2 0 0 1 0 0 -1 1 1 1 1 1

n3 0 0 -1 1 0 0 -1 0 1 -1 1

Figure 3.1: Classification of all the Bianchi universes. We will focus
on the Bianchi I universe, highlighted in purple.

Hamiltonian is

H(0)
0 = a−3

(
1
2
∑

i

(a2
i p

i)2 −
∑
i>j

a2
i p

ia2
jp

j +
1
2p

2
ϕ + a6V

)
, {a2

i , pj} = δ j
i , {ϕ, pϕ} = 1,

(3.12)
while (2.18) is zero as discussed in Ch. 2. The equations of motion generated by Eq.
(3.12) are,

ṗi = − 1
a3a2

i

(
(a2

i p
i)2 −

∑
j ̸=(i)

a2
i p

ia2
jp

j + a6V

)
,

ȧ2
i = a−3

(
a4

i p
i −

∑
j ̸=(i)

a2
i a

2
jp

j

)
,

(3.13)

and
ṗϕ = −a3V,ϕ, ϕ̇ = a−3pϕ, (3.14)

where the dynamics is confined in the constraint surface, H(0)
0 = 0. Finding the

solution to the above equations in general can be difficult, see [72–77] for some results
on the Bianchi I dynamics.

3.1.2 First-order constraints

The canonical perturbation variables of Eq. (2.11) are expressed as follows:

δqij = qij − a2
i δij , δπij = πij − piδij ,

δϕ = ϕ− ϕ̄, δπϕ = πϕ − pϕ,
(3.15)

and satisfy the following Poisson brackets

{δϕ(x), δπϕ(x
′)} = δ3(x− x′), {δqij(x), δπkl(x′)} = δ k

(i δ
l

j)δ
3(x− x′). (3.16)
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We obtain that the first-order scalar constraint from Eq. (2.25), is now given by

δH0 = a−3
(

2πij − qijπ
k
k

)
δπij

− a−3
[

1
2q

ij

(
πklπkl − 1

2 (π
k
k)

2
)

− πi
kπ

kj +
1
2π

ijπk
k

]
δqij

− a3qijqkl(δqik,jl − δqij,kl) + a−3pϕδπϕ − a−3

4 p2
ϕq

ijδqij

+
a3

2 V q
ijδqij + a3V,ϕδϕ.

(3.17)

The first-order vector constraint, given in Eq. (2.19), reads

δHi = −2
(
δπij

,j + qijδqkj,lπ
kl − 1

2q
ijδqkl,jπ

kl

)
+ qijpϕδϕ,j , (3.18)

where δqij is given in Eq. (2.22), and δπij := δπklqkiqlj .

3.1.3 Second-order Hamiltonian

The second-order scalar Hamiltonian (2.29) is found to read

H(2)
0 = a−3

[
δπijδπ

ij − 1
2 (δπ

i
i)

2 + 4δπj
kπ

kiδqij − πk
k(δπ

ijδqij) − δπi
i(π

ijδqij)

− (δπijπij)(δqijq
ij) +

1
2π

k
kδπ

l
l(δqijq

ij) + πjlπinδqilδqjn

− 1
2 (π

ijδqij)
2 − (qijδqij)(δqlnπ

n
mπ

ml) +
1
2π

k
k(δqijq

ij)(δqijπ
ij)

]

+ a−3
[1

8 (δqijq
ij)2 +

1
4 (δqijδq

ij)

] [
(πijπij) − 1

2 (π
k
k)

2
]

(3.19)

+
1
4a

3(δqijq
ij)(qijqklδqij,kl) +

1
4a

3(δqijqkl)(2δqik,jl − δqij,kl − 2δqkl,ij)

+
1
16a

−3(δqijq
ij)2p2

ϕ +
1
8a

−3(δqijδqij)p
2
ϕ − 1

2a
−3(δqijq

ij)pϕδπϕ +
1
2a

−3(δπϕ)
2

+
1
2a

3qijδϕ,iδϕ,j +
1
2a

3V,ϕϕ(δϕ)
2 +

1
2a

3(δqijq
ij)V,ϕδϕ

+
1
8a

3(δqijq
ij)2V − 1

4a
3(δqijδq

ij)V .

3.2 Mode decomposition

It is useful to introduce the rescaled spatial metric tensor γij = a−2qij . From now
on, we shall use γ to define the duals of spatial tensors. In particular, the indices
of the basic perturbation variables (3.15) are raised and lowered with γij = (γ−1)ij

and γij , respectively.

Let us consider the Fourier transform of a perturbation variable, denoted by δX,

δX̌(k) =
∫
δX(x)e−ikix

id3x, (3.20)
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and its inverse
δX̌(x) =

1
(2π)3

∫
δX(k)eikix

id3k.

The components ki of a fixed spatial co-vector k determine the respective Fourier
mode by introducing wavefronts into the coordinate space. The components of the
dual vector k read ki = kjγ

ji. Note that ki are in general time-dependent as γij

evolves. It can be shown by using the integral representation of Kronecker delta, that
the Fourier transform of the basic perturbation variables (3.15) yields the following
expression for the Poisson brackets (3.16),

{δϕ̌(k), δπ̌ϕ(k′)} = δk,−k′ , {δq̌ij(k), δπ̌lm(k′)} = δ l
(iδ

m
j) δk,−k′ . (3.21)

The Kronecker delta arises as a consequence of the compact (toroidal) topology of the
spatial sheet Σ ≃ T3, for which we have that ki = 2πni, where ni ∈ Z. We introduce
an orthonormal spatial triad consisting of the normalized vector k̂ = k/k, where
k =

√
kikjγij , along with the remaining vectors denoted as v̂ and ŵ. We postpone

the discussion regarding the ambiguity in defining the vectors v̂ and ŵ for a given k̂
to Sec. 3.2.3. Note that the components of v̂ and ŵ are in general time-dependent
due to the presence of the metric in their definition.

The introduced fixed triad (k̂, v̂, ŵ), can be used to decompose any spatial symmetric
2-rank covariant tensor in the γ-orthogonal basis (A1,A2,A3,A4,A5,A6) [38], where

A1
ij = γij , A2

ij = k̂ik̂j − 1
3γij ,

A3
ij =

1√
2

(
k̂iv̂j + v̂ik̂j

)
, A4

ij =
1√
2

(
k̂iŵj + ŵik̂j

)
,

A5
ij =

1√
2

(
v̂iŵj + ŵiv̂j

)
, A6

ij =
1√
2

(
v̂iv̂j − ŵiŵj

)
.

(3.22)

The dual basis (A1,A2,A3,A4,A5,A6) is defined such that Aij
nA

m
ij = δm

n . The new
basis splits the perturbations into scalar (A1, A2), vector (A3, A4) and tensor (A5,
A6) modes. Note that both An

ij ’s and Aij
n ’s are in general time-dependent as γij and

(k̂i, v̂i, ŵi) evolve. The perturbations of the three-metric and the three-momentum
may be expressed via the following time-dependent linear transformations,

δqn = δq̌ijA
ij
n , δπn = δπ̌ijAn

ij , (3.23)

which define the new basis (δqn, δπm). Using the orthonormality of the triad (k̂, v̂, ŵ),
and the properties of the metric γ, it can be shown that the Poisson brackets (3.21)
now read

{δϕ̌(k), δπ̌ϕ(k′)} = δk,−k′ , {δqn(k), δπm(k′)} = δm
n δk,−k′ . (3.24)

As previously discussed, the presence of a time-dependent transformation introduces
an additional term in the Hamiltonian. In Section 3.2.3, we will explore how the
transformations in Eq. (3.23) contribute an extra term to the second-order Hamilto-
nian.

The variables δq5 and δq6 describe the transverse-traceless metric perturbations.
As we will discuss in Sec. 3.3.4, it is important to note that they are not gauge-
invariant quantities. This lack of gauge invariance led to difficulties in defining gravi-
tational waves solely as transverse and traceless metric perturbations [58]. In isotropic
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universes, the transverse-traceless metric perturbations are commonly referred to as
tensor modes and are associated with gravitational waves. However, as shown in [19],
in anisotropic universes, it is also possible to define tensor modes as certain linear
combinations of transverse-traceless (δq5, δq6) and scalar trace and traceless
(δq1, δq2) metric perturbations that are gauge-invariant.

3.2.1 Zeroth-order revisited

Let us define a mapping P : TΣ → TΣ in the space of spatial vectors,

P i
j := π̄ikq̄kj = a2π̄ikγkj .

We make use of the introduced frame to define the components of P such as

Pnm = n̂iP
i
jm̂

j = a2π̄ijn̂im̂j = a2∑
i

pin̂im̂i, (3.25)

where n̂, m̂ ∈ (k̂, v̂, ŵ). Using Eq. (1.12), one can show that P is related to the shear
tensor as follows

Pnm = a2σnm − 2a2Hδnm, (3.26)

where H = − 1
6a2 TrP is the mean conformal Hubble rate. The shear is defined

as σnm = σijn̂
im̂j , where

σij =
1
2

d
dη

(
a2

i

a2

)
δij =

a2
i

a2

(
Hi − H

)
δij , (3.27)

and Hi = a−1
i

dai
dη are the directional conformal Hubble rates. Using the new

frame, the Hamiltonian constraint (3.12) becomes

H(0)
0 = a−3

[
(TrP 2) − 1

2 (TrP )2 +
1
2p

2
ϕ + a6V

]
.

The isotropic limit is obtained by taking Pkk = Pvv = Pww = TrP
3 , and Pkv =

Pkw = Pvw = 0, from which we obtain (TrP 2) = (TrP )2

3 , in agreement with [17].

3.2.2 First-order constraints revisited

We express first-order constraints in the new basis (3.23). The gravity scalar con-
straint (3.17) can thus we written as follows

δHg,0 = −1
3a

−1(TrP )δπ1 + a−1 [3Pkk − (TrP )] δπ2 + a−12
√

2Pkvδπ
3

+ a−12
√

2Pkwδπ
4 + a−12

√
2Pvwδπ

5 + a−1√
2(Pvv − Pww)δπ

6

+
1
2a

−5[(TrP 2) − 1
2 (TrP )2]δq1

+
1
3a

−5
{

− 2(TrP 2) + 6(P 2
kk + P 2

kv + P 2
kw) − (TrP ) [3Pkk − (TrP )]

}
δq2

+
√

2a−5 [2PkwPvw + Pkv (Pvv − Pww) + PkkPkv] δq3

+
√

2a−5 [2PkvPvw − Pkw (Pvv − Pww) + PkkPkw] δq4

+
√

2a−5 [2PkvPkw − 2PkkPvw + (TrP )Pvw] δq5

+
1√
2
a−5

[
2(P 2

kv − P 2
kw) − 2Pkk (Pvv − Pww) + (TrP )(Pvv − Pww)

]
δq6
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− 2a−1k2
(
δq1 − 1

3δq2

)
, (3.28)

and the gravity vector constraint (3.18):

δH i
g = − 2ikk̂i

[
1
3δπ

1 + δπ2 + a−4
(
Pkk − 1

2 (TrP )
)
δq1

+
a−4

6 (Pkk + (TrP )) δq2 − a−4
√

2
Pvwδq5 − a−4

√
2
Pvv − Pww

2 δq6

]

− 2ikv̂i

[
1√
2
δπ3 + a−4Pkv

(
δq1 − 1

3δq2

)
+
a−4
√

2
Pkkδq3

+
a−4
√

2
Pkwδq5 +

a−4
√

2
Pkvδq6

]

− 2ikŵi

[
1√
2
δπ4 + a−4Pkw

(
δq1 − 1

3δq2

)
+
a−4
√

2
Pkkδq4

+
a−4
√

2
Pkvδq5 − a−4

√
2
Pkwδq6

]
. (3.29)

The matter scalar and vector constraints read

δHm,0 = a−3pϕδπϕ − 3
4a

−5p2
ϕδq1 +

3
2aV δq1 + a3V,ϕδϕ,

δHi
m = ia−2kipϕδϕ.

(3.30)

We make use of the identity k̂ik̂j + v̂iv̂j + ŵiŵj = δi
j to introduce

δHk = δH i
g k̂i + δHi

mk̂i,
δHv = δH i

g v̂i + δHi
mv̂i,

δHw = δH i
g ŵi + δHi

mŵi,
(3.31)

as well as
δNk = δNik̂

i,
δNv = δNiv̂

i,
δNw = δNiŵ

i.

3.2.3 The Fermi-Walker basis

The frame (k̂, v̂, ŵ) can be rotated around the k̂-axis, making its definition ambiguous.
Moreover, the pair (v̂, ŵ) determines the definitions of the polarization modes for
vector and tensor perturbations. In an isotropic universe, such as Minkowski
spacetime, the definition of the two polarization modes is naturally guided by the
requirement that the modes must dynamically decouple from each other. However,
decoupling is generally not possible in an anisotropic universe. Nonetheless, we
can still aim to find the simplest possible form of dynamical law.

The Fourier transform (3.20) fixes a foliation of the spatial coordinate space (x1,x2,x3)
with the wavefronts of plane waves. In the physical space, due to the anisotropic dy-
namics, the wavefronts are not fixed but are being continuously tilted and anisotrop-
ically contracted or expanded. To address this issue, the natural choice is to assume
that the vectors (v̂, ŵ) are Fermi-Walker-transported along the future-oriented
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null vector field p⃗. The spatial component of p⃗ is dual to the wavefront k of the
gravitational wave, that is,

p⃗ = k+ |k|∂η ,

where ∇p⃗p⃗ = 0 and we work with ds2 = −dη2 + γijdxidxj . Note that p⃗ may be identi-
fied with a tangent to a bundle of null geodesics that in the eikonal approximation,
i.e., for large wavenumbers, are associated with rays of gravitational waves. This con-
struction is the so-called Sachs basis [78] that, in the context of the propagation
of light in the Bianchi I universe, was also considered in [79]. A Fermi-Walker-
propagated vector field E⃗ is defined by ∇p⃗E⃗ = 0,

dE0

dλ = −kiσijE
j , dEj

dλ = −|k|σj
iE

i,

where λ is an affine parameter. Even if E⃗ initially lies within the plane (v̂, ŵ), it
will eventually develop longitudinal and temporal components. Therefore, we project
the covariant derivative onto the plane. We assume ⊥∇p⃗E⃗ = 0, where ⊥ denotes the
orthogonal projection onto the plane (v̂, ŵ),

dEj

dη = −σj
iE

i + k̂jσkiE
i,

where the right-hand side3 is projected onto the plane and the affine parameter is
replaced with conformal time via the relation |k|dλ = dη. Let us assume that (v̂, ŵ)
form a pair of Fermi-Walker-propagated vectors. Then making use of the fact that
(k̂, v̂, ŵ) is an orthogonal spatial basis we obtain,

dv̂j

dη = −σvvv̂
j − σvwŵ

j , dŵj

dη = −σwwŵ
j − σwvv̂

j . (3.32)

The above equations can be rewritten using Eq. (3.26) and using the relation between
cosmic and conformal time dη = adt, which leads to:

dv̂j

dt = −a−3
(
Pvv − 1

3TrP
)
v̂j − a−3Pvwŵ

j ,

dŵj

dt = −a−3
(
Pww − 1

3TrP
)
ŵj − a−3Pwvv̂

j .
(3.33)

The derivatives of the dual vectors v̂j and ŵj are easily determined from the time
derivatives of the metric components γij used to lower and raise the indices.

Equations (3.33) are necessary to derive the extra Hamiltonian resulting from the
time-dependent canonical transformations (3.23), used to express the Hamiltonian
from coordinate-based to triad-based perturbation variables. The symplectic form
in the new variables reads:

dq̌ij ∧ dπ̌ij = dδqn ∧ dδπn + dt∧ d
(

dAn
ij

dt Aij
mδqnδπ

m

)
. (3.34)

leading to the extra Hamiltonian Hext = −dAn
ij

dt A
ij
mδqnδπ

m. The full expression
3We identify σki = k̂jσji. Analogously defined are the quantities σkk, σvw, etc.
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for Hext and its reduced form in the flat slicing gauge4 are given in Appendix A.1.
The full second-order Hamiltonian (3.19) written in terms of (δqn, δπn), n = 1, . . . , 6,
is given in Appendix A.2. In the following computation we will not need the full
expression, as we intend to impose gauge-fixing conditions that considerably simplify
Eq. (3.19).

3.3 The physical Hamiltonian
In deriving the physical Hamiltonian we shall follow the Dirac procedure for con-
strained systems in perturbation theory, presented in Sec. 2.2. Let us briefly recall
the main steps in this procedure:

↪→ We set 4 gauge-fixing conditions. In this case we have δc1 = 0, δc2 =
0, δc3 = 0, δc4 = 0. Together with the initial 4 first-class constraints
δH0 = 0, δHk = 0, δHv = 0, δHw = 0, these form a set of 8 second-
class constraints. We denote them collectively by δCρ = 0, where δCρ =
{δc1, δc2, δc3, δc4, δH0, δHk, δHv, δHw} .

↪→ Provided that Eq. (2.38), here written as

Det{δCρ, δCσ} ̸= 0, (3.35)

is satisfied, we introduce the Dirac bracket (2.39):

{A,B}D = {A,B} − {A, δCρ}{δCρ, δCσ}−1{δCσ,B}. (3.36)

↪→ We obtain the physical Hamiltonian by strongly imposing the second-class
constraints on the second-order Hamiltonian, which is done by removing the
redundant dynamical variables. This yields the physical Hamiltonian,

Hphys =
(
NH(2)

0 + δNδH0 + δNkδHk + δNvδHv + δNwδHw

) ∣∣∣∣∣
δCρ=0

= NH(2)
0

∣∣∣∣∣
δCρ=0

.
(3.37)

The Hamilton equations in the gauge-fixing surface for any basic observable O are
generated by the physical Hamiltonian via the Dirac bracket,

Ȯ =

{
O,NH(2)

0

∣∣∣
δCρ=0

}
D

. (3.38)

The basic property of the above dynamics is that δĊρ = 0 for all ρ.

3.3.1 Gauge-fixing conditions

In what follows we impose a set of gauge-fixing conditions called the spatially flat
slicing gauge [54],

δc1 := δq1, δc2 := δq2, δc3 := δq3, δc4 := δq4. (3.39)
4This is the gauge that we will use in the next section, i.e., δq1 = δq2 = δq3 = δq4 = 0 (see Sec.

3.3.1).
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Considering the perturbation of the three-curvature δ(3R), as given in Eq. (A.4) in
Appendix A.3, it becomes evident that in the above gauge, δ(3R) = 0 on constant-
time slices. As discussed in Sec. 1.2.1, once the gauge conditions are fixed, we have
the flexibility to decide which degrees of freedom to remove. In this case, the best
choice is to solve the constraints for the conjugate momenta to the variables in Eq.
(3.39). This is accomplished using the first-class constraints (3.31), from which we
obtain:

δπ1 =
2
√

2Pvw

Pkk
δπ5 +

√
2(Pvv − Pww)

Pkk
δπ6

+

√
2a−4

Pkk

(
1
2Pvw[(TrP ) − Pkk] − 2PkvPkw

)
δq5

+
a−4

√
2Pkk

[(
TrP

2 − 7
2Pkk

)
(Pvv − Pww) − 2(P 2

kv − P 2
kw)

]
δq6

+
a

Pkk
δHm,0 +

∑
i

1
2ikiPkk

[3Pkk − (TrP )]δHm,i ,

δπ2 = −2
√

2Pvw

3Pkk
δπ5 −

√
2

3Pkk
(Pvv − Pww)δπ

6

−
√

2a−4

3Pkk

[(TrP
2 − 2Pkk

)
Pvw − 2PkvPkw

]
δq5

− a−4

3
√

2Pkk

[(
TrP

2 − 2Pkk

)
(Pvv − Pww) − 2(P 2

kv − P 2
kw)

]
δq6

− a

3Pkk
δHm,0 +

∑
i

(TrP )
6ikiPkk

δHm,i ,

δπ3 = −a−4Pkwδq5 − a−4Pkvδq6 ,
δπ4 = −a−4Pkvδq5 + a−4Pkwδq6 , (3.40)

where Pkk ̸= 0. Therefore, imposing the 8 second-class constraints, δCρ = 0, nat-
urally leads to the removal of 4 canonical pairs (δq1, δπ1, δq2, δπ2, δq3, δπ3, δq4, δπ4)
from the phase space. The remaining variables (δq5, δπ5, δq6, δπ6, δϕ, δπϕ) are con-
sidered physical, see Sec. 2.2. It is easy to see that they must form 3 canonical pairs
with respect to the Dirac bracket (2.39).

As mentioned in Ch. 2, the above procedure shares similarities with the Kuchař
decomposition discussed in Sec. 2.3. In the Kuchař decomposition, one selects
four scalar fields from the kinematical variables to linearize the canonical conjugate
momenta of the four constraints, effectively serving as internal spacetime coor-
dinates with respect to which the unconstrained, "physical" degrees of freedom and
their dynamics are expressed. The Brown-Kuchař dust model serves as a well-known
example [80]. However, this decomposition becomes impossible when the spacetime
model possesses spatial symmetries or approximate spatial symmetries, as discussed
in [81].

In cosmology, where no internal spatial coordinates exist, the role of gauge-fixing
conditions differs slightly. Rather than setting internal coordinates, the first-order
gauge-fixing conditions determine the embedding of the fixed background spacetime
in the perturbed spacetime. This is known as "gauge-fixing of the second kind"
[82, 83]. These conditions implicitly determine the embedding by imposing con-
straints on the difference between the perturbed and background spacetime, using
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the three-metric and three-momentum components. In this way the space and time
coordinates for the perturbed spacetime are unambiguously provided by the space
and time coordinates of the background spacetime. The time coordinate of the back-
ground model is an internal variable made of the kinematical background variables
such as the scalar field or the scale factor, whereas the spatial coordinates of the back-
ground model are external. The latter come from a natural parametrization of the
homogeneous three-space. For instance, in a toroidal Bianchi I universe, the spatial
coordinates are determined only up to a constant spatial shift, that is, modulo the
action of the given homogeneity group, if the condition

∫
Si

dxi = 1 holds for all i.

A more general notion than the gauge-fixing of second kind is that of covariant gauge-
fixing [50], which is a coordinate-independent notion. It involves identifying space-
time points belonging to different spacetime solutions and assumes an underlying
background manifold with no preferred coordinates. The covariant gauge-fixing is in-
variant with respect to the group of diffeomorphisms of the background manifold. The
arbitrary choice of particular coordinates on the background manifold is called the
gauge-fixing of first kind. Both the point-by-point identification and the background
coordinates are provided by the Kuchař decomposition. In the case of perturbation
theory, two extra restrictions hold. First, both space and time coordinates are al-
ready fixed (modulo the spatial shifts) on the background manifold. Second, the
identification of the spacetime points belonging to different spacetime solutions has
to respect the condition of the smallness of the three-metric and three-momentum
perturbations.

3.3.2 Physical Hamiltonian

The physical Hamiltonian (3.37) is obtained from the second-order Hamilto-
nian (3.19) by:

i) Expressing the perturbation variables in the Fermi-Walker-propagated basis;

ii) Adding the extra Hamiltonian (A.2) yielded by the time-dependent basis trans-
formation;

iii) Reducing it into the flat slicing gauge (3.39), and introducing the Dirac bracket.

The explicit formula for the physical Hamiltonian is, thus, found to read:

Hphys =
δπ2

ϕ

2a3 + aδπ2
5 + aδπ2

6

+

(
k2a

2 + Ũϕ

)
δϕ2 +

(
k2

4a3 + Ũ5

)
δq2

5 +

(
k2

4a3 + Ũ6

)
δq2

6

+Cϕϕδϕδπϕ +C55δq5δπ5 +C66δq6δπ6

+C5ϕ

(√
2a2δπ5δϕ+

1√
2a2 δq5δπϕ

)
+C6ϕ

(√
2a2δπ6δϕ+

1√
2a2 δq6δπϕ

)
+C56 (δq5δπ6 + δq6δπ5) + C̃1δq5δq6 + C̃2δϕδq5 + C̃3δϕδq6,

(3.41)

where the zero-order coefficients are given in Appendix A.4. The formula for the
full, unconstrained second-order Hamiltonian in the Fermi-Walker basis is provided
in Appendix A.2.
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3.3.3 Mukhanov-Sasaki variables

By Mukhanov-Sasaki variables, [84, 85] we mean gauge-invariant perturbation vari-
ables that, in the limit of a flat spacetime, satisfy the equation of motion for the
harmonic oscillator. The physical Hamiltonian (3.41) can be written as a quasi-
harmonic oscillator by considering an adequate change of coordinates. In particular,
we rescale the kinetic terms and perform a linear canonical transformation on
the momenta to decouple them from the positions. From Eq. (3.41) it is easy to see
that the rescaling should read:

δq5,6 → δq̃5,6 =
1√
2a
δq5,6, δπ5,6 → δπ̃5,6 =

√
2aδπ5,6,

δϕ → δϕ̃ = aδϕ, δπϕ → δπ̃ϕ = a−1δπϕ.
(3.42)

As a time-dependent transformation, it produces an extra term in the Hamiltonian:

Hext =
TrP
6a3

(
δq̃5δπ̃5 + δq̃6δπ̃6 − δϕ̃δπ̃

)
. (3.43)

The canonical transformation that removes the momentum-position couplings
follows from the general prescription. Given the Hamiltonian,

H =
1
a

(∑
i

1
2p

2
i +

∑
i,j
Cijpiqj + . . .

)
, Cij = Cji, (3.44)

the transformation
pi → p̃i = pi +Cijqj , (3.45)

leads to the new form

H =
1
a

(∑
i

1
2 p̃

2
i − a

2
∑
i,j
Ċijqiqj + . . .

)
, (3.46)

where ˙ denotes the derivative with respect to cosmological time. The second term
in (3.46) arises from the time dependence of the transformation (3.45). We apply
this transformation to the Hamiltonian (3.41) for which the coefficients Cij are given
in Eq. (A.7). The complete form of the Hamiltonian (3.46) is obtained using the
background variables (3.13), which are also needed for the components of P in the
new basis, which are given in Appendix A.5.

We arrive at the final Hamiltonian expressed in terms of the anisotropic Mukhanov-
Sasaki variables:

HBI =
N

2a

[
δπ̃2

ϕ + δπ̃2
5 + δπ̃2

6 +
(
k2 + Uϕ

)
δϕ̃2 +

(
k2 + U5

)
δq̃2

5 +
(
k2 + U6

)
δq̃2

6

+C1δq̃5δq̃6 +C2δq̃5δϕ̃+C3δq̃6δϕ̃

]
,

(3.47)
where the coefficients are given in Appendix A.6. Notice that in Eq. (3.47), the
tensor modes are coupled to each other with the coupling C1. These modes decouple
when the shear of the wavefront vanishes. Analogously, the scalar field is coupled to
the tensor modes with the couplings C2 and C3. In this case, decoupling can happen
with the vanishing of the shear of the wavefront and of the planes perpendicular to it,
given by the normal k̂× v̂ or k̂× ŵ. The isotropic limit can be obtained as described
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at the end of Sec. 3.2.1. As expected, in this limit C1 = C2 = C3 = 0, and the two
polarization modes of the gravitational wave and the scalar mode all decouple from
each other, giving the results obtained in [17].

The coefficients in (3.47) are combinations of the background phase space variables
and the vectors v̂ and ŵ. To make the Hamiltonian suitable for quantization, the vec-
tors should be expressed in terms of the background phase space variables. This can be
achieved by solving the dynamical equations (3.32) or, equivalently, Eqs (3.33), which
can be very difficult. Alternatively, it is also possible to fix v̂ and ŵ explicitly. How-
ever, in general, this procedure yields vectors that are not Fermi-Walker-propagated
and therefore results in a correction to the Hamiltonian (A.2). For instance, we can
define:

v̂i =
vi√
γljvlvj

, ŵi = ϵijkv̂
j k̂k, (3.48)

where vi is a constant such that viki = 0, and ϵijk is a totally antisymmetric tensor.
We find the extra Hamiltonian to read:

H ′
ext = 2a−2Pvw

(
δq̃5δπ̃

6 − δq̃6δπ̃
5
)

. (3.49)

Now the vectors v̂ and ŵ are given explicitly in terms of the phase space variables,
and the Hamiltonian (3.47) supplemented with the above term can now be quantized.

3.3.4 Dirac observables

The Dirac observables first defined in Sec. 1.2.2 and Sec. 2.2.2, are defined to be
first-order kinematical phase space observables, which weakly commute with
the first-class constraints,

∀δξρ

{
δDi ,

∫
δξρδHρ

}
≈ 0. (3.50)

We denote the complete set of solutions to Eq. (3.50) in the kinematical phase
space by δDi, where i = 1, . . . , 10. The explicit formulae are given in Appendix A.7.
There are 10 independent solutions in the kinematical phase space. Hence there
must be six independent Dirac observables in the constraint surface. To choose them
conveniently it is useful to impose the flat slicing gauge-fixing conditions. that is
δq1 = δq2 = δq3 = δq4 = 0, which largely simplifies the expressions for δDi:

δD1
∣∣∣
GF

= δq5, δD2
∣∣∣
GF

= δq6, δD3
∣∣∣
GF

= δπ1, δD4
∣∣∣
GF

= δπ2,

δD5
∣∣∣
GF

= δπ3, δD6
∣∣∣
GF

= δπ4, δD7
∣∣∣
GF

= δπ5, δD8
∣∣∣
GF

= δπ6,

δD9
∣∣∣
GF

= δϕ, δD10
∣∣∣
GF

= δπϕ,

(3.51)

where the label |GF means “in the gauge-fixing surface". It follows from Eq. (3.40) that
the observables δD3|GF , δD4|GF , δD5|GF , δD6|GF are not independent and may be
expressed in terms of the remaining solutions. Hence we discard them. On the other
hand, δD1|GF , δD2|GF , δD7|GF , δD8|GF , δD9|GF and δD10|GF can be easily related
to the tilded variables used in the final Hamiltonian (3.47). Since any combination
of Dirac observables is a Dirac observable, we introduce a new basis in the space of
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Dirac observables,

δQ1 =
1√
2a
δD1, δQ2 =

1√
2a
δD2, δQ3 = aδD9,

δP1 =
√

2aδD7 +
C55 +

TrP
6a3√

2
δD1 +

C56√
2
δD2 +C5ϕa

2δD9,

δP2 =
√

2aδD8 +
C56√

2
δD1 +

C66 +
TrP
6a3√

2
δD2 +C6ϕa

2δD9,

δP3 = a−1δD10 +
Cϕ5√

2
δD1 +

Cϕ6√
2
δD2 + (Cϕϕ − TrP

6a3 )a2δD9,

(3.52)

where we used the coefficients of the Hamiltonian (3.41). It can be verified that in
the spatially flat slicing gauge the following identifications hold:

δQ1
∣∣∣
GF

= δq̃5, δQ2
∣∣∣
GF

= δq̃6, δQ3
∣∣∣
GF

= δϕ̃,

δP1
∣∣∣
GF

= δπ̃5, δP2
∣∣∣
GF

= δπ̃6, δP3
∣∣∣
GF

= δπ̃ϕ.

Making use of the respective Dirac bracket we find the canonical commutation rela-
tions,

{δQi(k), δPi(l)}D = δk,−l.

Finally, we pull-back the Hamiltonian (3.47) to the space of Dirac observables with
the mapping (1.49) and obtain

HBI =
N

2a

[
δP 2

1 + δP 2
2 + δP 2

3 +
(
k2 + Uϕ

)
δQ2

3 +
(
k2 + U5

)
δQ2

1 +
(
k2 + U6

)
δQ2

2

+C1δQ1δQ2 +C2δQ1δQ3 +C3δQ2δQ3

]
. (3.53)

The coefficients are given in Appendix A.6.

The above Hamiltonian generates dynamical equations for all Fourier modes. Any
solution is uniquely determined by specifying the positions, which describe the three-
surface, and the momenta, which describe the extrinsic curvature, at the initial mo-
ment of time. Alternatively, any solution can be determined by specifying only the
positions, i.e., the three-surfaces, at any two fixed moments of time and fixing the
gauge at the boundary. This follows from the fact that we can derive the respective
reduced Lagrangian (and the respective action) from the Hamiltonian (3.53), allowing
us to obtain any solution from the principle of least action. This is in complete
agreement with the full GR case [86]. The choice of the gauge at the intermedi-
ate three-surfaces is arbitrary and so is the coordinate system of the intermediate
spacetime.

The basic Dirac observables expressed in terms of the kinematical phase space vari-
ables read

δQ1 =
1√
2a
δq5 +

2Pvw

aPkk
(δq1 − 1

3δq2),

δQ2 =
1√
2a
δq6 +

Pvv − Pww

aPkk
(δq1 − 1

3δq2),
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δQ3 = aδϕ+
pϕ

aPkk
(δq1 − 1

3δq2) ,

δP1 =
√

2aδπ5 +
5
6 (TrP ) − Pkk√

2a3 δq5

− 2Pvw√
2a3Pkk

(
Pvv − Pww

2 δq6 + Pvwδq5

)
+ F (Pvw,PkvPkw)

(
δq1 − 1

3δq2

)
− Pvw

a3Pkk

(
3Pkkδq1 + a2pϕδϕ

)
+

√
2
a3 (Pkwδq3 + Pkvδq4) ,

δP2 =
√

2aδπ6 +
5
6 (TrP ) − Pkk√

2a3 δq6

− Pvv − Pww√
2a3Pkk

(
Pvv − Pww

2 δq6 + Pvwδq5

)
+ F

(
Pvv − Pww

2 , P
2
kv − P 2

kw

2

)(
δq1 − 1

3δq2

)

− Pvv − Pww

2a3Pkk

(
3Pkkδq1 + a2pϕδϕ

)
+

√
2
a3 (Pkvδq3 − Pkwδq4) ,

δP3 =
1
a
δπϕ −

(TrP )Pkk + 3p2
ϕ

6aPkk
δϕ− 3pϕ

2a3 δq1

+
2(TrP )Pkkpϕ − 6a6PkkV,ϕ − 3p3

ϕ

6a3P 2
kk

(
δq1 − 1

3δq2

)

− pϕ√
2a3Pkk

(
Pvv − Pww

2 δq6 + Pvwδq5

)

−
pϕ

[
(Pvv − Pww)

2 + 4P 2
vw

]
2a3P 2

kk

(δq1 − 1
3δq2), (3.54)

where

F(X,Y ) =
4

a3Pkk
Y −

4
[
P 2

vw +
(

Pvv−Pww
2

)2
]
+ p2

ϕ − 2Pkk

(
Pkk +

TrP
3

)
a3P 2

kk

X.

The boxed terms are also present in isotropic spacetimes, whereas the remaining
ones are peculiar to anisotropic spacetimes. In Appendix A.8 we give the geometric
meaning of the Dirac observables, which can be used when imposing gauge-fixing
conditions on geometrical quantities.

Let us make a few observations:

i) Given a rotation Rk̂(θ) around the k̂ = v̂ × ŵ axis by the angle θ, we have that
the observables δQ1, δQ2, δP1, δP2 transform as

Rk̂(θ)δQ1 = cos(2θ)δQ1 − sin(2θ)δQ2,
Rk̂(θ)δP1 = cos(2θ)δP1 − sin(2θ)δP2,
Rk̂(θ)δQ2 = cos(2θ)δQ2 + sin(2θ)δQ1,
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Rk̂(θ)δP2 = cos(2θ)δP2 + sin(2θ)δP1.

That is they transform as tensors and are thus considered to be tensor modes.
In contrast, the observables δQ3, δP3 transform as scalars under rotation, there-
fore are considered to be scalar modes .

ii) In the isotropic limit only the boxed terms are surviving. In this limit the
number of background variables is reduced: Pvv − Pww = 0, Pvw = 0, Pkv =
0, Pkw = 0, 3Pkk = TrP . The tensor perturbations of the metric and its
momentum become gauge-invariant, unambiguously describing the gravitational
waves. Similarly, the scalar Dirac observables, δQ3 and δP3, exclusively consist
of scalar perturbations of the field, its momentum, and the metric.

iii) In the anisotropic case, the tensor modes δQ1, δQ2, δP1, and δP2 consist
of traceless-transverse perturbations of the metric and its momentum, along
with vector and scalar perturbations of the metric. Consequently, the traceless-
transverse perturbations of the metric and momentum alone lose their gauge-
invariance. The tensorial nature of the "new" terms arises from the zeroth-
order coefficients, which can themselves transform as scalars, vectors, or tensors.
Specifically, vector perturbations are combined with the vector zeroth-order coef-
ficients to yield tensors, while scalar perturbations are simply multiplied by tensor
zeroth-order coefficients. Additionally, tensor perturbations may be multiplied
by tensor zeroth-order coefficients to yield scalars, which are again multiplied by
tensor zeroth-order coefficients. These various contributions to the tensor modes
were not emphasized in [19], where different definitions were used. In Appendix
A.9, we compare the two formalisms.

iv) In the anisotropic case the scalar Dirac observable δP3 contains tensor metric
perturbations that are contracted with tensorial zeroth-order coefficients to yield
a scalar quantity.

To summarize, in anisotropic models with various matter contents, the Dirac observ-
ables are generally defined as a combination of scalar, vector, and tensor three-metric
and three-momentum perturbations, as well as scalar, vector, and tensor zeroth-order
coefficients. The introduction of the A-basis (3.22) is convenient for both the per-
turbations and the background quantities. In this basis, we can define a background
contravariant tensor as Xn = XijAn

ij and the perturbation of a covariant tensor as
Yn = δYijA

ij
n , where n = 1, . . . , 6. The quadratic scalar quantities arise as prod-

ucts of scalar quantities, such as X1Y1, X1Y2, and X2Y2, as well as norms of vector
quantities like X3Y3 and X4Y4, or norms of tensor quantities, such as X5Y5 and X6Y6.
Quadratic vector quantities emerge as products of scalar and vector quantities, for
example, X3Y5, X1Y4, X2Y3, and X2Y4, or products of vector and tensor quantities
like X3Y5, X3Y6, X4Y5, and X4Y6. Quadratic tensor quantities manifest as prod-
ucts of vector quantities, such as X3Y4 and X3Y3 −X4Y4, or products of scalar and
tensor quantities like X1Y5, X1Y6, X2Y5, and X2Y6. The ordering of these products
and whether the factors are zeroth-order, first-order, or both do not matter. These
rules extend straightforwardly to cubic and higher-order products.

3.3.5 Canonical isomorphism between gauge-fixing surfaces

In the previous section, the Hamiltonian was computed using a specific gauge choice
which allowed us to write it in terms of Dirac observables (δQi, δPi), thus facilitating
the physical interpretation of the dynamical variables. In the following we present
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other choices of gauge-fixing conditions by making use of the canonical isomorphism
(1.49). It is useful to notice that the condition (3.35) for the validity of any gauge
can be reduced to the following:

Det Λ ̸= 0, where Λµν = {δcµ, δHν}. (3.55)

In order to get a deeper understanding, we will use physical and geometrical quantities
given in Appendix A.3 to define particular gauges.

Uniform density gauge

As a first example let us consider a gauge known in the isotropic limit as the uniform
density gauge. This gauge assumes the vanishing of the metric density, the
energy density (defined in Appendix A.3), and the vector metric perturbations.
The gauge conditions are as follows:

δc1 := δq1, δc2 := δρ, δc3 := δq3, δc4 := δq4. (3.56)

The determinant of the Poisson brackets (3.55) is non-vanishing for non-zero scalar
field momentum pϕ ̸= 0,

Det Λ = −
2ik2p2

ϕ(TrP )
3a9 , (3.57)

proving the validity of the gauge. The physical variables, corresponding to the
Mukhanov-Sasaki variables and its conjugate, read:

δQ3
∣∣∣
GF

= aδϕ− pϕ

3aPkk
δq2,

δP3
∣∣∣
GF

= − Pvwpϕ√
2a3Pkk

δq5 − (Pvv − Pww)pϕ

2
√

2a3Pkk

δq6

−
(TrP )pϕPkk + 3p3

ϕ + 6a6PkkV,ϕ

6apϕPkk
δϕ

+
−2(TrP )Pkkpϕ + 6a6PkkV,ϕ + 3pϕ

[
(Pvv − Pww)

2 + 4P 2
vw + p2

ϕ

]
18a3P 2

kk

δq2.

(3.58)
In the anisotropic universe they contain tensor modes whereas in the isotropic universe
they are combinations of the scalar field and the transverse scalar metric perturba-
tions.

Longitudinal gauge

In this example, we consider the longitudinal gauge, another well-known gauge in
the isotropic case. This gauge assumes the absence of a scalar shear perturbation
(defined in Appendix A.3) and requires that the shift vector vanishes. The first
condition reads:

δc1 := δπ2 +
a−4

2

(
Pkk − TrP

3

)
δq1 − 2

√
2a−4

9 Pkvδq3

− 2
√

2a−4

9 Pkwδq4 − 4
√

2a−4

9 Pvwδq5 − 2
√

2a−4

9 (Pvv − Pww) δq6.

(3.59)
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In the isotropic limit this condition simply reads δc1 = δπ2. We fix the second
condition in agreement with the isotropic limit [54], i.e.,

δc2 := δq2. (3.60)

When combined with δc3 := δq3 and δc4 := δq4, this set of conditions yields:

Det Λ = −2ik2

2
[
6a4k2 + 9P 2

kk + 18
(
P 2

kv + P 2
kw

)
+ (Pvv − Pww)

2 + 4P 2
vw

]
9a5

+
−15PkkTrP + 3(TrP )2

9a5

,

(3.61)

which proves it to be a valid gauge.

Scalar gravity-wave gauge

Our final example is chosen to demonstrate that anisotropic spacetimes can accom-
modate gauges that do not exist in isotropic spacetimes. We shall call it the scalar
gravity-wave gauge. It assumes the vanishing of a scalar, a vector and a tensor
metric perturbation:

δc1 = δq2, δc2 := δq3, δc3 := δq4, δc4 := δq5. (3.62)

The determinant of the Poisson brackets (3.55) reads:

Det Λ = −8i
√

2k2Pvw

a
(3.63)

The determinant is non-vanishing as long as Pvw ̸= 0, i.e. the A5-component of
the wavefront shear does not vanish5. It is clear that this is not a valid gauge in
the isotropic limit, where Pvw → 0. Notice that in this gauge one of the polarization
modes of the gravitational wave is entirely carried by the metric density perturbation:

δQ1
∣∣∣
GF

=
2Pvw

aPkk
δq1. (3.64)

This gauge corresponds to a coordinate system in which a given tensor metric per-
turbation vanishes, and the gravity wave is induced by a scalar perturbation that
perturbs the wavefronts with non-vanishing shear. It demonstrates that the trans-
verse and traceless metric perturbations cannot be unambiguously identified with
gravitational waves.

We will now apply the Kuchař decomposition of Sec. 2.3 within this gauge. To make
use of the gauge frame based on the flat slicing gauge (FS) we cast both sets of
gauge-fixing functions into canonical form (2.60). For the flat slicing gauge we have

δCF S =

a(3δq1 − δq2)

3Pkk
,

5The reasoning remains valid if we were to choose δc4 := δq6. However, in this scenario, Det Λ =

− 4i
√

2k2(Pvv−Pww)
a , that is the A6-component of the wavefront shear is assumed not to vanish. It is

worth noting that the simultaneous vanishing of both tensor metric perturbations is impossible, as
it would result in Det Λ = 0
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i [(Pvv + Pww) (3δq1 − δq2) − Pkk (6δq1 + δq2)]

6Pkk
,

−
i
(
12Pkvδq1 − 4Pkvδq2 + 3

√
2Pkkδq3

)
6Pkk

,

−
i
(
12Pkwδq1 − 4Pkwδq2 + 3

√
2Pkkδq4

)
6Pkk

, (3.65)

while for the scalar gravity-wave gauge (SG) we find:

δCSG =

− aδq5

2
√

2Pvw

, −
i
[
4Pvwδq2 +

√
2 (TrP − 3Pkk) δq5

]
8Pvw

,

− i (Pvwδq3 − Pkvδq5)√
2Pvw

, − i (Pvwδq4 − Pkwδq5)√
2Pvw

. (3.66)

The difference between those two gauge-fixing conditions expressed in terms of α and
β, defined in Eq. (2.62), reads:

αµ
I = 0, βµI =



− a2

2Pvw
0

i(3Pkk−TrP )
4aPvw

0
iPkv
aPvw

0
iPkw
aPvw

0


. (3.67)

Furthermore, we find λµ
4ν , defined at the end of Sec. 2.3.2, in Eq. (2.58), to be

λ4 =



0 0 0 0

ia−2k TrP −3Pkk
3a3 0 0

0 −2Pkv
a3

TrP −3Pvv
3a3 −Pvw

a3

0 −2Pkw
a3 −Pvw

a3
TrP −3Pww

3a3


. (3.68)

Hence, using Eq. (2.71), the lapse and shift transform as follows:

δNµ
SG

N

∣∣∣∣∣
δC̃

µ
SG

=0

− δNµ
F S

N

∣∣∣∣∣
δC

µ
F S

=0

≈
(
λµ

4νβ
ν1 + β̇µ1

)
δQ1 +

1
2aβ

µ1δP 1. (3.69)

To reconstruct the three-surfaces we apply the formula (2.74) with the matrix M−1

which maps the ADM pertrubation variables into the constraint functions (3.28),
(3.29), the gauge-fixing functions in the spatially flat slicing gauge (3.39) and the
Dirac observables (3.54).

Synchronous gauge

The synchronous gauge is given by partial gauge-fixing, δNµ = 0. The gauge-
fixing conditions for the synchronous gauge are obtained in terms of αµ

I and βµI as
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solutions to Eqs (2.77). In the gauge frame based on SF, we find:

α̇µ
I = − 1

2aβ
µI +

∂

∂δP I

(
δNµ

F S

N

)
,

β̇µI = UIα
µ
I +CIJα

µ
J − λµ

4νβ
νI +

∂

∂δQI

(
δNµ

F S

N

)
,

(3.70)

where δNµ
F S

N are given by Eqs (3.76). The choice of the initial data αµ
I(t0), βµI(t0)

determines unambiguously the synchronous gauge-fixing conditions. Then the three-
surfaces can be reconstructed with the use of the matrix M as in the previous example.

3.3.6 Spacetime reconstruction

In this section we proceed as discussed in Sec. 2.2.4, in order to obtain a complete
spacetime picture as in Eq. (1.2). We need to determine the values of δN , δNk, δNv

and δNw from the consistency equations (2.50), where H is the full Hamiltonian of
Eq. (3.5). For each mode k and each index ρ, we obtain a linear algebraic equation,

N
{
δcρ, H(0)

0 + H(2)
0

}
+ δNµΛρµ ≈ 0, (3.71)

where H(2)
0 should include the extra Hamiltonian if the perturbation variables are

expressed in the A-basis. Given a complete set of gauge-fixing conditions, the above
equation is easily solved finding (2.51), which in this case reads

δNµ

N
≈ −(Λ−1)µρ

{
δcρ, H(0)

0 + H(2)
0

}
. (3.72)

For the particular case of the flat slicing gauge (3.39), the consistency equations in
the Fermi-Walker-propagated basis yield, in terms of the Dirac observables,

δN

N
= − Pvw

aPkk
δQ1 − Pvv − Pww

2aPkk
δQ2 − pϕ

2aPkk
δQ3,

δNk

N
= δQ1

(
Pvw

2a2 − 2PkvPkw

a2Pkk

)
+ δQ2

(
P 2

kw

a2Pkk
− P 2

kv

a2Pkk
+
Pvv − Pww

4a2

)

+ δQ3

(
a4V,ϕ
2Pkk

− pϕ(TrP )
2a2Pkk

+
3pϕ

4a2

)
+
Pvw

Pkk
δP1 +

Pvv − Pww

2Pkk
δP2 +

pϕ

2Pkk
δP3,

δNv

N
= δQ1

(
2PkvPvw

a2kPkk
+

2Pkw

a2k

)
+ δQ2

(
Pkv(Pvv − Pww)

a2kPkk
+

2Pkv

a2k

)
+

Pkvpϕ

a2kPkk
δQ3,

δNw

N
= δQ1

(
2PkwPvw

a2kPkk
+

2Pkv

a2k

)
+ δQ2

(
Pkw(Pvv − Pww)

a2kPkk
− 2Pkw

a2k

)
+

Pkwpϕ

a2kPkk
δQ3.

(3.73)

Note that both the lapse function δN and the shift vector δNk are scalars under
rotations around k̂. This follows from the fact that the tensor Dirac observables
δQ1, δQ2, δP1 and δP2 suitably combined with the tensor zeroth-order coefficients
(i.e. forming the products X5Y5 and X6Y6, see our discussion below (3.54)) become
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scalars. The shift vectors δNv and δNw, under a rotation Rk̂(θ) around k̂ = v̂ × ŵ
by the angle θ, that is

Rk̂(θ)δN
v = cos(θ)δNv + sin(θ)δNw

Rk̂(θ)δN
w = cos(θ)δNw − sin(θ)δNv,

(3.74)

transform as vectors, as they include quadratic and cubic terms X3Y5, X3Y6, X4Y5,
X4Y6, X3Y5Z5, X4Y5Z5, X3Y6Z6, X4Y6Z6.

The knowledge of δN
N , δNk

N , δNv

N , δNw

N allows one to reconstruct the full spacetime
metric tensor of Eq. (1.2) as a function of Dirac observables. However, the metric
components (1.2) themselves are not Dirac observables as the above relations are tied
to the particular choice of gauge-fixing conditions, i.e. they depend on the employed
coordinate system.

An alternative approach to fixing gauge conditions is to begin by specifying δN
N , δNk

N ,
δNv

N , and δNw

N . Then, we solve the equation:

{δcρ, H(0)
0 + H(2)

0 } = −Λρµ
δNµ

N
, (3.75)

which is a first-order linear partial differential equation from which we find:

δN

N
= − Pvw

aPkk
δQ1 − Pvv − Pww

2aPkk
δQ2,

1
i

δNk

N
=

[
2Pvw

3a4 − 2PkvPkw

a4Pkk
+

2P 3
vw

a4P 2
kk

+
Pvw(Pvv − Pww)2

2a4P 2
kk

− 5Pvw(Pvv + Pww)

6a4Pkk

]
δQ1

+

[
P 2

kw

a4Pkk
− P 2

kv

a4Pkk
+
Pvv − Pww

3a4 +
5(P 2

ww − P 2
vv)

12a4Pkk

+
(Pvv − Pww)P 2

vw

a4P 2
kk

+
(Pvv − Pww)3

4a4P 2
kk

]
δQ2

+
Pvw

a2Pkk
δP 1 +

Pvv − Pww

2a2Pkk
δP 2,

1
i

δNv

N
=

(
2PkvPvw

a4Pkk
+

2Pkw

a4

)
δQ1 +

[
Pkv(Pvv − Pww)

a4Pkk
+

2Pkv

a4

]
δQ2,

1
i

δNw

N
=

(
2PkwPvw

a4Pkk
+

2Pkv

a4

)
δQ1 +

[
Pkw(Pvv − Pww)

a4Pkk
− 2Pkw

a4

]
δQ2. (3.76)

Note that the imaginary units in front of δNk, δNv, δNw cancel out in Eq. (2.56)
when multiplied by the respective constraints (3.29).

Generally, there may not be a unique solution, leading to what is known as the
residual gauge freedom. Geometrically, choosing δNµ

N uniquely fixes the coordi-
nates once the initial Cauchy surface is determined. Selecting a specific solution to
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this equation is equivalent to defining the initial Cauchy surface in the perturbed
spacetime.

3.4 Multi-field case
Particle physics models allow for the possible presence of more than one scalar field
in the primordial universe. The multi-field scenario offers new and attractive features
in particular to the theory of inflation [87–89]. It is quite straightforward to extend
the above single-field framework to the case when the matter is made of a collection
of scalar fields. The matter constraints read:

Hm,0 =
√
q

[∑
I

1
2q

−1π2
ϕI +

∑
I

1
2q

ijϕI
,iϕ

I
,j + V (. . . ,ϕI , . . . )

]
,

H i
m = −

∑
I

πϕIϕI i
, ,

(3.77)

where the index I labels the real scalar fields. The Fourier components of the
linearized scalar and vector matter constraints (3.30), in the multi-field case, are
found to be:

δHm,0 =
∑

I

[
a−3pϕI δπϕI − 3

4a
−5(pϕI )2δq1 +

3
2aV δq1 + a3V,ϕI δϕI

]
,

δHi
m =

∑
I

ia−2kipϕI δϕI .
(3.78)

Repeating all the steps made in the single-field case, as well as setting the spatially
flat gauge-fixing conditions (3.39), we arrive at the following generalization of the
gauge-invariant Hamiltonian (3.47):

HBI =
N

2a

[
δP 2

1 + δP 2
2 +

∑
I

δP 2
3I +

∑
I

(k2 + Uϕ)δQ
2
3I + (k2 + U5)δQ

2
1 + (k2 + U6)δQ

2
2

+C1δQ1δQ2 +
∑

I

C2IδQ1δQ3I +
∑

I

C3IδQ2δQ3I +
∑
I>J

CIJδQ3IδQ3J

]
,

(3.79)
where the coefficients are given in Appendix A.6. The Hamiltonian presented above
shares a similar structure with (3.47), but with the addition of more matter pertur-
bations denoted by δQ3I and the inclusion of new coupling terms CIJ . It is worth
noting that, under the spatially flat gauge, the following equivalences hold:

δQ1 = δq̃5, δQ2 = δq̃6, δQ3I = δϕ̃I , δP1 = δπ̃5, δP2 = δπ̃6 and δP3I = δπ̃ϕI .

The complete set of Dirac observables is given in Appendix A.7. The physical vari-
ables are related to them as follows:

δQ1 =
1√
2a
δD1, δP1 =

√
2aδD7 +

C55√
2a
δD1 +

C56√
2a
δD2 +C5ϕJaδD9J ,

δQ2 =
1√
2a
δD2, δP2 =

√
2aδD8 +

C56√
2a
δD1 +

C66√
2a
δD2 +C6ϕJaδD9J ,

δQ3I = aδD9I , δP3I = a−1δD10I +
CI5√

2a
δD1 +

CI6√
2a
δD2 +CϕIϕJaδD9J .

(3.80)
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3.5 Summary
In the present work we have derived the physical phase space and the physical Hamil-
tonian for anisotropic cosmological theory by means of the Dirac procedure. We
introduced the Fermi-Walker-propagated basis in which we expressed the tensor
and vector modes and computed the extra Hamiltonian generated by the choice of
that basis, we also gave and alternative definition of the frame which is more suit-
able for quantization. We chose convenient gauge-fixing conditions and obtained the
physical Hamiltonian in terms of background and perturbation canonical variables.
We showed that the obtained result is valid in any gauge if the physical variables
are replaced by the respective Dirac observables. We also reconstructed the full
spacetime by means of canonical variables in the flat slicing gauge. Finally, we ex-
tended the obtained result to the multi-field case which may be relevant for models
of the primordial universe.

The Dirac method relies on the existence of the canonical isomorphism between
different gauge-fixing surfaces and provides a useful framework for studying gauge-
fixing conditions. We considered a few examples of gauge-fixing conditions, where
most were extensions of the gauge-fixing conditions used in isotropic spacetimes,
while one was specific to the anisotropic spacetime and does not constitute a valid
gauge in the isotropic spacetimes. For any choice of gauge-fixing conditions, the Dirac
observables acquire a distinct physical interpretation. In particular, it turns out that
a gravitational wave could be seen as a scalar perturbation of the metric. It is
worth mentioning that the scalar mode of gravitational waves is also predicted in
extended or modified GR theories [90]. However, it differs from our model’s "scalar"
wave, which maintains tensorial transformation properties due to induced anisotropy
in the wavefronts by the global dynamics.
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CHAPTER4
Time problem in perturbation theory

In the previous chapters we presented the Dirac method to obtain the physical per-
turbed Hamiltonian. We applied this method in Chapter 3 to obtain the gauge-
invariant Hamiltonian in an anisotropic Bianchi I universe. The aim of this work is
to prepare for the quantization of our system. Although in this thesis we are not
going to quantize the obtained Hamiltonian (3.53), in the following chapter we are
going to make use, once again, of the Dirac observables in order to tackle one of the
main issues related to the quantization of relativistic systems, i.e. the time problem.

4.1 Introduction

The time problem present in quantum gravity models [20, 68, 91, 92] is due to
the different definitions of time in non-relativistic physics, in which an external and
absolute time exists, and in Einstein’s theory of gravity, where one has to rely
on largely arbitrary physical variables, known as internal time variables or internal
clocks, to follow changes occurring in gravitational systems. By virtue of the principle
of general relativity, the choice of internal time variable has no physical consequence
in the classical theory. Upon passing to quantum theory, however, different choices of
internal time variables are known to produce unitarily inequivalent quantum models
[31, 32, 93–98]. The problem of finding the correct interpretation of these non-
equivalent models is commonly referred to as the time problem.

In this chapter, we aim to find an interpretation for the non-equivalent clocks in these
models. For this purpose we consider the model of primordial gravitational waves
propagating across the Friedmann universe. It is important to note that similar
models were previously used for making physical predictions for the primordial am-
plitude spectrum of gravity waves and of density perturbations, and are constrained
by observations (see, e.g., Refs. [60, 99, 100]).

It was shown that dynamical observables defined in different clocks are unitary
inequivalent, see, for instance, Refs. [35, 101, 102]. In quantum gravity, only gauge-
invariant variables are measurable quantities [103, 104]. These variables are constants
of motion, yet they encode the so-called relational dynamics. From this perspec-
tive, dynamical quantities can be ambiguously expressed as one-parameter families
of gauge-invariant quantities, with each family representing motion with respect to a
specific internal time. Alternatively, the dynamical variables can be viewed as fun-
damental variables. The differences in their dynamics should be carefully studied
before proposing their physical interpretation. This interpretation would influence
the predictions derived from quantum gravity models.
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The cosmological system considered in this chapter, shows dynamical discrepancies
when based on different clocks, both in the background and perturbation variables.
This leads us to focus on the fundamental question: what are the dynamical predic-
tions of quantum cosmological models, which do not depend on the employed time
variable?

We address this question within the reduced phase space quantization. Namely,
we solve the Hamiltonian constraint and choose the internal time variable prior to
quantization. An alternative approach would be to first quantize and then solve the
constraint quantum mechanically while promoting one of the variables as internal
time. Both approaches lead to the same time problem [105] and therefore using the
technically less involved reduced phase approach seems well-justified. Most signifi-
cantly, within the reduced phase space approach, there exists a theory of clock trans-
formations, which is completely crucial for the purpose of this work [33]. Thanks to
these precisely defined transformations, we are able to explore all possible clocks and
quantize them with an assumption of fixed operator ordering. Hence, any quantum
ambiguities found, arise from the differences between clocks rather than the differ-
ences between quantization prescriptions.

4.2 Clock transformations in totally constrained systems
As discussed in Ch. 1, in canonical relativity the presence of the Hamiltonian con-
straint is a consequence of the fact that the dynamics of three-surfaces is generated by
infinitesimal time-like diffeomorphisms, and the latter leave the full four-dimensional
spacetime invariant. The Hamiltonian constraint dynamics is a feature of any canon-
ical relativistic theory of gravity, be it Einstein’s or any modified gravity theory,
although their dynamics differ. Canonical relativity assumes the lack of an absolute,
external time in which three-surfaces evolve, and replaces it with internal variables
that serve as clocks with which the dynamics of three-surfaces can be described.
None of the internal clocks can play a privileged role as the principle of relativity
states. This picture is certainly true in the classical theory. At the quantum level,
no spacetime exists and, as we will see later, the principle of relativity must take a
somewhat altered form. In order to find it, we need to extend the canonical formalism
by including clock transformations that transform a canonical description from one
internal clock to another; only then can we move to the quantum level where these
new transformations become a key to unlock the principle of quantum relativity.

4.2.1 Internal time

We will now select the internal variable which will serve as cock in our system. Let
us consider a system consisting of a set of N + 1 canonical pairs {qα, pα}α=0,··· ,N and
assume a Hamiltonian constraint

C(qα, pα) ≈ 0.

Suppose that one of the positions, say q0, varies monotonically with the evolution
generated by the constraint, i.e. ∀q0, {q0,C}pb ̸= 0. It is then possible to assign to
q0 the role of an internal clock in which the evolution of the remaining variables
occurs. This evolution is then governed by a Hamiltonian that is not a constraint.
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At this stage, it may seem that the time variable is fixed once and for all, which would
contradict the principle of relativity; we discuss below in what sense this is not the
case.

Let us briefly recall how the reduced Hamiltonian formalism is obtained from
the initial symplectic form Σ = dqα ∧ dpα (Einstein convention assumed), evaluated
on the constraining surface, namely

Σ
∣∣∣
C=0

=
(
dqI ∧ dpI + dq0 ∧ dp0

) ∣∣∣
C=0

= dqI ∧ dpI − dt∧ dH,
(4.1)

where I = 1, · · · ,N , and H = H
(
q0, qI , pI

)
is the nonvanishing reduced Hamiltonian

such that p0 +H ≈ 0. Note that both q0 (denoted by t from now on to emphasize its
role as a time variable) and p0 are removed from the phase space and the remaining
dynamical variables are no longer constrained, as seen in 1.2.1. Indeed, their dynamics
read

dqI

dt =
∂H

∂pI
and dpI

dt = −∂H

∂qI
,

which is entirely solved once an arbitrary initial condition (qini
I , pI

ini, qini
0 ) is provided.

In order to restore the principle of relativity, we need to allow for any clock, denoted
by t̃, which monotonically varies with the evolution generated by the constraint,
{t̃,C}pb ̸= 0. This new clock must be a function of the old clock and the old canonical
variables, t̃ = t̃(qI , pI , t). Thus, it must satisfy

dt̃
dt =

∂t̃

∂t
+

∂t̃

∂qI

∂H

∂pI
− ∂t̃

∂pI

∂H

∂qI

{t̃,H}pb

̸= 0. (4.2)

For the new formalism to be canonical, the two-form1 (4.1) induced on the constraint
surface C = 0 in some new canonical variables must read:

Σ
∣∣∣
C=0

= dq̃I ∧ dp̃I − dt̃∧ dH̃,

This implies that there must exist an invertible map between the old and the new
variables:

t̃ = t̃(qI , pI , t), q̃I = q̃I(qJ , pJ , t), p̃I = p̃I(qJ , pJ , t). (4.3)

These transformations in principle, and in all the relevant cases, are not canonical. It
can be shown that clock transformations form a group of generally noncanonical
transformations with canonical transformations as its normal subgroup [101]; find-
ing them is in general a difficult task. However, for an integrable dynamical system,
the problem can be reduced to that of solving a set of algebraic equations.

If a dynamical system is integrable, then we may find a complete set of canonical
constants of motion, denoted by DI . Let them be functions of the old internal time
and old canonical variables, DI = DI(qJ , pJ , t). Note that substituting back t → q0,
they must commute with the original constraint, {DI ,C (qα, pα)}pb = 0. They are
therefore genuine Dirac observables . The new internal time t̃ = t̃(qI , pI , t) and

1
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new canonical variables can then be found according to the algebraic relations

t̃ = t̃(qI , pI , t), DI(qJ , pJ , t) = DI(q̃J , p̃J , t̃), (4.4)

where we formally substitute the canonical variables in the expressions for Dirac ob-
servables DI , i.e., we assume the same functional dependence of DI in both sets of
variables. As discussed in the previous chapters, the number ofDI is equal to the num-
ber of the new canonical variables q̃J and p̃J , and thus, leaving aside singular cases,
the above relations determine q̃J and p̃J completely. The result is a new canonical
formalism based on a new internal clock. Let us note that, by virtue of Eq. (4.4), if a
solution to the dynamics is known in one clock, i.e. t →

[
qI (DJ , t) , pI (DJ , t)

]
, then it

is readily known for all other clocks and reads t̃ →
[
q̃I = qI (DJ , t̃) , p̃I = pI (DJ , t̃)

]
.

This makes the choice of the new canonical variables q̃I and p̃I via Eq. (4.4) very
convenient: the formal description of the system is the same in all clocks, only the
physical meaning of the clock and basic variables changes, which is emphasized by
the use of a tilde ( ˜ ) over the variable names.

The use of Dirac observables in the derivation of clock transformations gives an invalu-
able advantage when passing to quantum theory. Our goal is to make a comparison
between quantum theories based on different internal clocks of a single physical sys-
tem. Therefore, it is of uttermost importance to make sure that the theories are
different only insofar as their clocks differ, and not due to other quantization ambi-
guities such as the well-known factor ordering. This state of affairs can be achieved
by fixing a quantum representation of the Dirac observables and then defining basic
and compound observables as functions of the quantum Dirac observables, both in
the original

q̂I = qI(D̂J , t), p̂I = pI(D̂J , t),

and the new variables

̂̃qI = qI(D̂J , t̃), ̂̃pI
= pI(D̂J , t̃).

These definitions imply that qI and pI are promoted to the same operators as q̃I and
p̃I , respectively. We invert this reasoning and start by assuming the same operators
for qI and q̃I as well as pI and p̃I . This implies that the Dirac observables being the
same functions in both sets of basic variables are promoted to the same operators
irrespectively of the choice of clock. Hence, the quantum descriptions in different
clocks are formally the same, only the physical meaning of the basic operators changes
from one clock to another, which is emphasized by the use of tilde. Obviously, a unique
ordering prescription has to be used in all the above formulas. In principle, after this
step, any physically interesting aspect of the quantum theories can be compared. In
the following section, we introduce the model on which we discuss such comparisons.

4.3 Canonical cosmological model

We consider a flat Friedmann-Lemaître-Robertson-Walker (FLRW) universe
filled with radiation and perturbed by gravitational waves; the line element of the
model reads (in units such that c = 1)

ds2 = −N2(t)dt2 + a2(t) [δij + hij(x, t)] dxidxj .
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The matrix hij represents the gravitational waves, which in FLRW are associated
to tensor perturbations; it satisfies hijδ

ij = 0 and ∂jhij = 0. Finally, as in Ch. 3,
we assume a toroidal spatial topology with each comoving coordinate xi ∈ [0, 1).
Setting N → a means one considers the conformal time which we denote by η.

4.3.1 Perturbative Hamiltonian

Let us now build the canonical description of these gravitational waves in an FLRW
universe. The background variables, as in Ch. 3, are denoted by (q̄, π̄). For
the sake of a more coherent notation with the quantization in Sec. 4.4, we are
going to rename them as the scale factor q̄ = a and its conjugate momentum
π̄ = pa. The tensor perturbations are represented by the gravitational wave
amplitude µ(λ) = ah(λ) and its conjugate momentum π(λ), with λ ∈ {+, ×} and
hij =

∑
λ h

(λ)εij(λ) (see, e.g., Refs. [106, 107] for details on the helicity expansion).

The matter component is assumed to be a radiation fluid with energy density
p0 conjugate to a timelike variable q0. The gravitational constraint is expanded to
second order through

Htot = H(b) +
∑

k

H
(p)
k ,

where no boundary terms are present as the spatial sections are compact. The quan-
tity H(b) is the background Hamiltonian and H

(p)
k is the perturbation Hamiltonian.

The background Hamiltonian is given by

H(b) = −1
2p

2
a − p0. (4.5)

At this stage, one can identify the internal time q0 with the conformal time η as it
reduces the zeroth order Hamiltonian into

Σ
∣∣∣
H(0)=0

= (da∧ dpa + dq0 ∧ dp0)
∣∣∣
H(b)=0

= da∧ dpa − dη ∧ d
(1

2p
2
a

)
,

(4.6)

leading to the physical zeroth-order Hamiltonian

H (0) =
1
2p

2
a, (4.7)

while preserving the form of the perturbation Hamiltonian H(p)
k . The latter reads, at

second order
H

(p)
k → H

(2)
k = −

∑
λ=+,×

H
(2)
k,λ (4.8)

with
H

(2)
k,λ =

1
2

∣∣∣π(λ)k

∣∣∣2 + 1
2

(
k2 − a′′

a

) ∣∣∣µ(λ)k

∣∣∣2 , (4.9)

where a prime stands for a derivative with respect to the conformal time. Since
the tensor perturbations are real, one has µ(λ)∗k = µ

(λ)
−k. Moreover, since the back-

ground is isotropic, one can restrict attention to upward directed wavevectors k by
merely cancelling the factor 1

2 in H (2)
k,λ. This permits to write the final second-order

Hamiltonian as
H

(2)
k,λ = π

(λ)
k π

(λ)
−k +

(
k2 − a′′

a

)
µ
(λ)
k µ

(λ)
−k. (4.10)
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Note that for the radiation fluid we are concerned with here, the Hamiltonian (4.7)
yields as equations of motion pa = a′ and p′

a = 0, thus leading to a′′ = 0: the potential
for producing gravitational waves is indeed classically vanishing if the universe is
radiation dominated.

Determining the solution to the dynamics of gravitational waves is straightforward in
the radiation case. While it is possible to consider a general fluid with the barotropic
index w > 0 (this case can be solved analytically in terms of Bessel functions, see,
e.g., [36]), such consideration is not relevant to the objectives of this work as the
examined clock effects are not specific to any matter content but must be present
whenever quantum uncertainties in the background geometry are taken into account.

4.3.2 Dirac observables

Now we shall find the constants of motion that form canonical pairs. To this end, we
need to solve the partial differential equations

dD
dη =

∂D

∂η
+
{
D,H (0) +H (2)

}
pb

= 0. (4.11)

At zeroth order, this is
∂D

∂η
+ pa

∂D

∂a
= 0,

with solutions
D1 = a− paη and D2 = pa. (4.12)

At first order, Eq. (4.11) reads

∂δD

∂η
+ pa

∂δD

∂a
= π

(λ)
k

∂δD

∂µ
(λ)
k

− k2µ
(λ)
k

∂δD

∂π
(λ)
k

, (4.13)

where we considered the classical solution a′′ = 0. Since we are considering only first
order perturbations, we demand that δD be linear in the perturbation variables µ(λ)k

and π
(λ)
k . The l.h.s. of Eq. (4.13) is greatly simplified if δD depends only on the

variable y = η + a/pa, so we look for a solution of the form δD(λ) = µ
(λ)
k α(y) +

π
(λ)
k β(y), leading to

2dα
dy µ

(λ)
k + 2dβ

dy π
(λ)
k = απ

(λ)
k − k2βµ

(λ)
k .

Assuming independent variations of µ(λ)k and π
(λ)
k , one gets 2dα/dy = −k2β and

2dβ/dy = α, and finally 4d2α/dy2 = k2α, so that, setting

Ωk =
k

2

(
η+

a

pa

)
,

one gets two independent solutions for each polarization, or in other words four
first-order constants, reading

δD
(λ)
1,k =

√
k sin Ωk µ

(λ)
k − cos Ωk√

k
π
(λ)
k ,

δD
(λ)
2,k =

√
k cos Ωk µ

(λ)
k +

sin Ωk√
k

π
(λ)
k .

(4.14)
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In Eq. (4.14), the normalisation has been chosen so as to ensure that all these Dirac
observables indeed form canonical pairs, namely

{D1,D2}pb = 1 and
{
δD

(λ)
1,k , δD(λ̄)

2,k

}
pb

= δλλ̄.

From now on, we drop the index λ and consider just a single polarization mode
(µk,πk).

4.3.3 Clock transformations

Having set the full model, and before moving on to its quantum counterpart, let us
first consider a general clock transformation

η → η̃ = η+ ∆(a, pa, η), (4.15)

where ∆ is a delay function that in general varies between the trajectories as well
as along them. At the background level, implementing the recipe given by Eq. (4.3),
i.e., D1,2(a, pa, η) = D1,2(ã, p̃a, η̃) to the transformation (4.15), yields

a− paη = ã− p̃aη̃ and pa = p̃a,

leading to
ã = a+ pa∆ and pa = p̃a. (4.16)

In order that the clock transformation (4.15) actually defines a new and physically
acceptable clock, the delay function ∆ must be subject to two conditions. The first
condition is that the new clock must run forward, that is

dη̃
dη = 1 + d∆

dη = 1 + ∂∆
∂η

+ pa
∂∆
∂a

> 0, (4.17)

where in the second equality we used the zeroth-order Hamiltonian H (0) given by
Eq. (4.7) and the associated equations of motion.

The second condition that a clock transformation must satisfy is that the ranges
of the basic variables a and pa must be preserved, thereby preventing the appearance
of non-trivial ranges that may induce new and potentially unsolvable quantization
issues. This second condition implies

lim
pa→±∞

p̃a(a, pa, η) = ±∞, (4.18a)

ã(a, pa, η)
∣∣∣
a=0

= 0. (4.18b)

The first equality (4.18a) is trivially satisfied in the present case because of (4.16). For
∆ = ∆(a, pa), to which we shall restrict attention in what follows, the second equality
(4.18b) is identical to demanding that the delay function at vanishing scale factor
should also vanish, ∆(0, pa) = 0. This condition also ensures that the slow-gauge clock
is transformed into another slow-gauge clock, that is, the boundary is reached within
a finite amount of time (see Ref. [35]). Such a condition (4.18b), although irrelevant
in the classical theory, is crucial for the existence of a bounce at the quantum level
where the clock must smoothly connect contracting and expanding trajectories. Were
(4.18) violated, the clock transformations would break the bouncing trajectories.
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It turns out that the condition (4.17) is equivalent to the existence of a one-to-one
map between the reduced phase spaces (a, pa) and (ã, p̃a), i.e. the determinant

∂ (ã, p̃a)

∂ (a, pa)
=

∣∣∣∣∣∣∣∣∣∣

∂ã

∂a

∂ã

∂pa

∂p̃a

∂a

∂p̃a

∂pa

∣∣∣∣∣∣∣∣∣∣
> 0, (4.19)

which is indeed Eq. (4.17) when ∂∆/∂η = 0.

At first order, one must solve

δD1(a, pa,µk,πk) = δD1(ã, p̃a, µ̃k, π̃k)

and
δD2(a, pa,µk,πk) = δD2(ã, p̃a, µ̃k, π̃k)

in order to determine the clock-transformed perturbation variables. Explicitly, using
(4.14), one gets

√
k sin Ωk µk − cos Ωk√

k
πk =

√
k sin Ω̃k µ̃k − cos Ω̃k√

k
π̃k,

√
k cos Ωk µk +

sin Ωk√
k

πk =
√
k cos Ω̃k µ̃k +

sin Ω̃k√
k

π̃k,
(4.20)

where Ω̃k = 1
2k(η̃ + ã/p̃a) = Ωk + k∆. The algebraic equations (4.20) can easily be

inverted to yield the new canonical perturbation variables, namely
µ̃k

π̃k

k

 =

 cos k∆ − sin k∆

sin k∆ cos k∆




µk

πk

k

 . (4.21)

It is important to note that the above are classical relations between canonical
variables belonging to distinct canonical frameworks based on distinct internal clocks.
Although they are canonically inequivalent, these two frameworks generate the same
physical dynamics of the system, which is required by the principle of relativity.

Finally, we observe that the clock transformations described in our framework pre-
serve the foliation of cosmological spacetimes by homogeneous spatial leaves with
small perturbations. Given that the initial clock η corresponds to the conformal
time, the new lapse function of the background foliation implied by the new clock η̃
in Eq. (4.15), reads:

Ñ =
a

1 + pa
∂∆
∂a

> 0,

where ∂∆/∂η = 0 was assumed. Note, however, that the idea of clock transforma-
tion involves modifying temporal relations between events belonging also to different
spacetimes. This aspect of clock transformations is not reflected in the lapse function
Ñ , which expresses the temporal relation between points within a single spacetime.



4.4. Quantization 79

4.4 Quantization
Having completed the classical treatment of our system, we now move to the investi-
gation of the possible differences between the respective quantum dynamics obtained
from the quantization of these two different frameworks.

4.4.1 Semi-classical background

Since, by definition, the scale factor is positive definite (a > 0), one needs to quantize
our previous system on the half line. Although the position operator Q̂ = a is self-
adjoint on the half line, this is not the case for the momentum operator P̂ = i h̄∂a,
so we instead use the symmetric dilation operator

D̂ = {P̂ , Q̂} =
1
2
(
P̂ Q̂+ Q̂P̂

)
=

1
2 i h̄ (a∂a + ∂aa) .

Classically the dilation variable is d = apa, so that the Hamiltonian, expressed in
term of d, is H (0) = 1

2p
2
a = 1

2d
2/a2, and one can define its quantum counterpart as a

symmetric ordering of 1
2Q̂

−2D̂2. Expanding on the basis (Q̂, P̂ ), this yields

Ĥ (0) = −1
2
∂2

∂a2 +
h̄2K

a2 ,

where the value of K > 0 depends on the ordering; fixing one ordering such that
K > 3

4 ensures Ĥ (0) is self-adjoint on the half line [108].

We can find some approximate solutions to the Schrödinger equation with a family
of coherent states (see, e.g., Refs. [109–111] for the specific case under study here).
We choose the coherent states to read

|a(η), pa(η)⟩ = eipa(η)Q̂/ h̄e−i ln[a(η)]D̂/ h̄|ξ⟩, (4.22)

where |ξ⟩ is such that the expectation values of Q̂ and P̂ in |a(η), pa(η)⟩ are respec-
tively a(η) and pa(η), and otherwise arbitrary (see also Ref. [112]).

The dynamics confined to the coherent states can be deduced from the quantum
action

Sq =
∫ {

a′(η)pa(η) −Hsem [a(η), pa(η)]
}

dη,

with the semiclassical Hamiltonian given by

Hsem = ⟨a, pa|Ĥ (0)|a, pa⟩,

from which one derives the ordinary Hamilton equations

a′ =
∂Hsem
∂pa

and p′
a = −∂Hsem

∂a
. (4.23)

We find that the semiclassical background Hamiltonian reads [111]

Hsem =
1
2

(
p2

a +
h̄2K

a2

)
, (4.24)
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Figure 4.1: The semi-classical potential Vsem given by Eq. (4.26)
as a function of the conformal time η for various values of the inverse
bounce duration ω. The potential has to be compared with the relevant
value of k2 (k = 0.01), indicated as a straight line. The corresponding
scale factor time evolution is shown in the insert.

where the new constant K is positive (K > 0). Its specific value is related with both
K and the fiducial state |ξ⟩. We find the solution to (4.23) to read

a2(η) = a0 + a1η+ a2(η),

with a0a2 − a2
1/4 = h̄2K > 0, so that the equation a(η) = 0 has no longer any real

solution; the singularity is indeed quantum mechanically avoided. Choosing the origin
of time such that a′ = 0 for η = 0 permits to rewrite this solution in full generality
as

a(η) = ab

√
1 + (ωη)2, (4.25a)

pa(η) =
abω

2η√
1 + (ωη)2

, (4.25b)

where a4
bω

2 = h̄2K, which in turn implies Hsem = 1
2a

2
bω = 1

2 h̄
√
K; it is clear that the

model contains one and only one free parameter, namely K. From now on, we assume
that the background evolution is given by Eqs. (4.25): this means the semi-classical
potential

Vsem =
a′′

a
=

h̄2K

a4 =

[
ω

1 + (ωη)2

]2

, (4.26)

shown in Fig. 4.1, never vanishes except in the large scale factor limit (a ≫ 1 =⇒
η ≫ ω−1). This is appropriate as this is also the classical limit for which a′′ →
0. A classical radiation-dominated universe begins or ends with a singularity and
produces no gravitational waves, whereas our quantum radiation-dominated universe
naturally connects the contracting and expanding phases through a bounce which
is subsequently responsible for a non-vacuum spectrum of tensor perturbations, to
which we now turn.
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4.4.2 Quantum perturbations

For a given mode k, the Hamiltonian H
(2)
k , given by Eq. (4.10), is easily quantized

using the usual prescriptions. We assume that the background follows the semi-
classical approximation described above, so that the potential for the perturbation
is given by Vsem, defined in Eq. (4.26). The basic variables are replaced by a set of
operators

µk 7→ µ̂k =

√
h̄

2
[
âkµ

∗
k(η) + â†

−kµk(η)
]

,

πk 7→ π̂k =

√
h̄

2
[
âkµ

∗′
k (η) + â†

−kµ
′
k(η)

]
,

(4.27)

where we assume the Wronskian normalization condition µ′
kµ

∗
k − µkµ

∗′
k = 2i for the

complex mode functions µk. The creation â†
k and annihilation âk operators satisfy

the commutation relations
[
âk, â†

p

]
= δk,p stemming from the canonical ones between

the field operators [µ̂k, π̂−p] = i h̄δk,p.

In the Heisenberg picture, the equations of motion take the form

i h̄
dµ̂k

dη =
[
H

(2)
k , µ̂k

]
and i h̄

dπ̂k

dη =
[
H

(2)
k , π̂k

]
.

The above equations imply that the mode function µk(η) satisfies

d2µk

dη2 +

(
k2 − h̄2K

a4

)
µk = 0, (4.28)

where a(η) is given by the semi-classical solution (4.25a). Using (4.26), this trans-
forms into

d2µk

dη2 +

k2 −
[

ω

1 + (ωη)2

]2
µk = 0, (4.29)

which can be integrated numerically once initial conditions are fixed. We assume
that far in the contracting branch, with ηini < 0 and Vsem(ηini) ≪ k2, there was no
gravitational wave, so the field was in a vacuum state. This implies the mode function
satisfies µk(ηini) = e−ikηini /

√
2k and µ′

k(ηini) = −i
√
k/2 e−ikηini .

4.5 Quantum "clocks"
We study the effect of clocks on the quantum and semi-classical dynamics of selected
dynamical variables by considering the following steps:

1. First, we obtain the dynamical trajectories in the reduced phase space (a, p,µk,πk)
that is associated with the initial clock η; note that from that point on, since there
is no risk of confusion, we shall replace what was previously denoted as pa simply
by p.

2. Next, we choose a set of delay functions ∆(a, p) to define new clocks η̃ and
obtain the new reduced phase spaces (ã, p̃, µ̃k, π̃k) associated with the new clocks.

3. Then, we make use of Eqs (4.15), (4.16) and (4.21) to transport the dynamical
trajectories to these new phase spaces. We assume that the latter admit a unique
physical interpretation, and so the trajectories can be meaningfully compared in
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Figure 4.2: The new time η̃ as a function of the original one η
for three different shapes of delay functions ∆1, ∆2 and ∆3 defined
through Eq. (4.30) along the original fixed bouncing trajectory (4.25).
The parameters are chosen as A = B = D = 1, C = 4 and E = 2 for
∆1, while we set A = 2, B = 0.2, C = 0.5, D = 3 and E = 4 for ∆2,
and finally the set A = −1, B = C = 1, D = 0.5 and E = 3 defines
∆3.

these new variables. In other words, there are many clocks denoted by η̃ and only
one denoted by η. Note that for ∆ = 0 the clocks η and η̃ coincide. For this case,
we assume that η and (a, p,µk,πk) are the variables of Sec. 4.2, which sets the
physical meaning of the phase space (ã, p̃, µ̃k, π̃k) and the clock η̃.

4.5.1 Clock choices and background

In order to illustrate the clock choice issue, we consider a family of delay functions,
namely

∆(a, p) = A
aB

(a+C)D

sin(Ep)
p

, (4.30)

where A, B, C, D and E, are arbitrary coefficients, whose values are limited to ensure
that the conditions presented in Sec. 4.3.3 hold. In Appendix B, we consider another
set of acceptable delay functions to show that our conclusions are not restricted to
the choice (4.30).

A few "clocks" corresponding to the delay function ∆(a, p) are represented along
a semi-classical dynamical trajectory for different choices of the free parameters in
Fig. 4.2. It shows that, contrary to the classical case where the condition (4.17) holds,
the new clocks, in general, are no longer monotonic due to quantum corrections.

Applying the clock transformation of Fig. 4.2 to the background solution (4.25) yields
Fig. 4.3 once mapped into the reduced phase space, with the original trajectory
superimposed for comparison. All the trajectories originate in the same classical
regime at large ã and negative p̃, i.e. at a time at which the universe is large and
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Figure 4.3: Semi-classical trajectories obtained in different clocks
and mapped into the initial reduced phase space (ã, p̃) to compare
with the original trajectory represented by the full black line.

contracting. Close to the ã = 0 boundary, where the quantum behavior dominates,
they all somehow bounce in the variables ã and p̃, diverging from one another and
providing different accounts of the bounce. Finally, they reach the region of large ã
and positive p̃ where they converge again to the unique classical behavior representing
a large and expanding universe.

Possible differences between the trajectories include the values of ã and p̃ at which the
bounce occurs, the level of asymmetry between contracting and expanding branches,
or even the number of bounces. These semi-classical trajectories illustrate the non-
unitary relation between different clocks. Nevertheless, they all originate from a
unique contracting classical universe and end towards a similarly unique expanding
classical universe. Therefore, the semi-classical trajectories in different clocks yield
the same outcome for large and classical universes. Notice that the trajectories’
convergence before and after the bounce can be delayed as much as one wants by
making use of appropriate delay functions, such as that discussed in Appendix B,
i.e. Eq. (B.1), whose effects on both background and perturbation trajectories can
be seen in Appendix B.

Let us now move to the perturbation of these homogeneous solutions and compare
the different evolution that can result from using different clocks.

4.5.2 Clocks and perturbations

In Fig. 4.4, we plot the dynamics of the real part of the perturbation variable µ̃k

against the delayed time η̃ for the three different functions of Eq. (4.30) displayed in
Fig. 4.2, and for two values of the comoving wavenumber k. The figure illustrates
our general finding that the absolute clock effect is more or less equally strong and
lasting roughly equally long for all-wavelength perturbations. This is shown more
convincingly in Fig. 4.5 in which the evolution of 4 different modes is shown as a
close-up in the quantum-dominated bouncing region. This means that the larger the
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Figure 4.4: Evolution of the primordial gravity-wave Re(µ̃) for two
different wavenumbers, k = 0.1 (left panel) and k = 0.5 (right panel),
and for different clocks based on the first class of delay functions,
∆1, ∆2 and ∆3, represented by the dotted blue line, dashed red line
and dashed-dotted green line respectively. The original trajectory is
represented by the full black line. In Fig. A4 the same plot for the
second class of delay functions is depicted to show how the choice of
delay function affects the time of convergence.

wavelength of the perturbation, the larger the relative clock effect, and the longer it
lasts in units of its oscillation period. Thus, the clock effect is more important for
phenomena occurring at small timescales and over short distances. Moreover,
the evolving amplitude µ̃k, in general, is not a function of the clock η̃ due to quantum
effects that disrupt the monotonicity relation between quantized clocks.

Given that both the background and the perturbation modes evolve in such a way as
to reach a unique configuration, the primordial gravity-wave amplitude µ̃k/ã, which
is the quantity one expects to measure in practice [107], also converges to a unique
solution, making the model predictive.

All the plots above illustrate the non-unitary relation between different clocks, as
well as the spoiling of the clock monotonicity at the quantum level, which is illustrated
in Fig. 4.2. Nevertheless, similarly to the semi-classical background trajectories, the
perturbation variable Re(µ̃) visibly converges to a unique classical solution from
a well-defined asymptotic past initial condition to the asymptotic future. Therefore,
one can safely extend the background conclusion to the perturbations: the time
development of the mode Re(µ̃) using different clocks yields the same predictions in
the large and classical universe regime. The delay of the convergence due to different
choices of delay functions can be seen in Fig. 4.5.

As a final illustration of the perturbation behavior through the quantum bounce, we
find it useful to inspect the phase space trajectories in the plane [Re(µ̃k), Im(µ̃k)]
as displayed in Fig. 4.6. The initial vacuum state is represented by a circle that is
squeezed into an ellipse during the contraction and bounce, squeezing that represents
the amplification of the amplitude of the perturbation. From the point of view of
the time problem, the initial circle and the final ellipse respectively represent the
asymptotic past and future of the amplitude: from the point of view of physical
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Figure 4.5: Evolution of the primordial gravity-wave Re(µ̃k) plotted
for 4 different wavenumber k values. For each fixed k we changed the
clock considering the family of delay functions ∆, whose value is the
same as in Fig. 4.3.

prediction, the indeterminacy occurring near the bounce as may develop through
various different times disappears in the asymptotic regimes, so that the existence of
a classical approximation in our trajectory approach ensures the standard procedure
of treating the perturbations leads to physically meaningful predictions.

4.6 Summary
In this chapter, we explored the time problem in the framework of quantum fields on
quantum spacetimes. We considered the specific example of primordial gravitational
waves propagating through a bouncing quantum Friedmann universe.

We showed that the dynamical variables, such as the scale factor or the amplitude of
a gravitational wave, obtained from different internal clocks, evolve differently when
compared in a clock-independent manner. These expectation values (background
evolution) and mode functions of operators (perturbations), irrespective of the clock
chosen, converge to a unique evolution for large classically-behaving universes. This
is the phase space domain in which unambiguous predictions can be made. Then we
showed that for different clocks, the dynamics converges to the classical behavior at
different times. In principle, there is no restriction on how far from the bounce the
system must be in order to display the classical behavior. In practice, however, all
the clocks considered were found to converge very quickly, allowing for unambiguous
predictions shortly after the bounce.
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Figure 4.6: Evolution of the real versus imaginary part of µ̃k for
a wavenumber k = 0.5 and a bounce parameter ω = 1. The initial
circle represents the initial vacuum state of the perturbation, while the
ellipse shows the final squeezed state, which happens, in the case at
hand, to have a slight phase shift with respect to the real axis. The
transition between these two asymptotic cases differs for the different
delay functions ∆1, ∆2 and ∆3, whose trajectories are represented by
the dotted blue line, dashed red line and dashed-dotted green line
respectively, the original trajectory being represented by the full black
line.

4.7 Conclusions
Based on the above findings, we postulate that the physical predictions are only those
predictions provided by any clock, which are not altered upon the clock’s transfor-
mation. The fact that for large universes the semi-classical background dynamics
and the quantum perturbation dynamics do not depend on the clock, implies the
following: Despite the fact that the dynamical variables are not Dirac observables,
they provide physical predictions for large universes, which is precisely the regime in
which we observe the actual Universe.

Note, however, that the word large is never precisely defined. One could expect that,
at least in principle, some clocks require times larger than the present age of the
Universe to converge to the classical behavior. This, however, poses no problem to
our interpretation as we simply exclude such clocks and retain only those that behave
classically in the domain for which we make predictions. This may seem arbitrary and
unjustified. We must, however, remember that, as a matter of fact, any semi-classical
description of ordinary quantum mechanics is necessarily restricted to a limited set of
observables, usually the simple ones, while more compound observables often display
classically incompatible behavior (e.g. ⟨x⟩2 ̸= ⟨x2⟩). For similar reasons, we are
allowed to choose only those clocks in which the dynamics of the relevant observables
is classically consistent.

On the one hand, we proved that the evolution of the expectation values of some
observables constitute physical predictions of quantum cosmological models. On the
other hand, the expectation values are not all that is measured in the large Universe.
In other words, not all objects are classical in the large Universe. For instance, the
position of an electron is a dynamical variable that can be measured in a lab. So, could
the outcomes of such a measurement also be unambiguously predicted by a quantum
cosmological model? The answer is affirmative. Note that the mode function µk,
whose dynamics becomes unambiguous in large universe, determines the evolution
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of the operator µ̂k via Eq. (4.27). This implies that the Heisenberg equation of
motion encoded in Eq. (4.29) becomes unambiguous too. Obviously, the evolution of
perturbation in the Schrödinger picture must consequently become unique as well.
Hence, ordinary quantum mechanics of perturbation modes is recovered in a large
universe. This conclusions must also apply to electrons and, in general, to all non-
gravitational degrees of freedom.

To better understand the origin of the emergence of ordinary quantum mechanics,
notice that any clock transformation (4.15) involves, by definition, only background
variables. If the latter behave classically, the clock transformation is completely
classical and amounts to a mere (in general, nonlinear) change of units of time. In
Ref. [97], it was demonstrated that the relational dynamics of a quantum variable in
a classical clock is unambiguous in the sense that switching to another classical clock
does not induce any clock effect.

Let us put to test our approach and our result by addressing a set of questions that
were proposed in Ref. [20] for assessing the completeness of any potential solution to
the time problem.

1. How should the notion of time be re-introduced into the quantum theory of gravity?

Our approach relies on evolving internal variables called clocks. We express the
dynamics of the dynamical variables in terms of these clocks.

2. In particular, should attempts to identify time be made at the classical level, i.e.,
before quantization, or should the theory be quantized first?

In our approach, we first reduce the Hamiltonian formalism based on a selected
clock, next we quantize the reduced formalism as if the clock was an external
and absolute time. However, it is neither external nor absolute. The instanta-
neous value of the clock determines the instantaneous physical state of the system.
Switching to another clock entails a change in the physical interpretation of the
clock and the entire state of the system.

3. Can "time" still be regarded as a fundamental concept in a quantum theory of
gravity, or is its status purely phenomenological? [...]

In our approach, there is no fundamental "time". The fundamental concept is
"change" or "evolution", meaning we merely need to assume that the 3+1 split of
the underlying geometry imposes an ordered set of hypersurfaces. As we showed
in this paper, extracting dynamical predictions from such a formalism is a subtle
issue. The clocks serve as tools for deriving the predictions. Once a class of clocks
converges to a unique dynamics, any one of them can be treated analogously
and deserves the qualification of "time", and any quantum dynamical variable
becomes described in them by a unique Schrödinger equation. This is how ordinary
quantum mechanics emerges.

4. If "time" is only an approximate concept, how reliable is the rest of the quantum-
mechanical formalism in those regimes where the normal notion of time is not
applicable? In particular, how closely tied to the concept of time is the idea of
probability? [...]

The quantum-mechanical description in the regime where different clocks exhibit
different dynamics is an essential part of our theory. It describes the deterministic
evolution of the system. However, this regime does not seem to allow for any
meaningful dynamical interpretation in terms of relational change. Although we
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have not explicitly addressed this question in the present work, our approach
permits to do it.

To conclude, one can mention that the chosen "clock" degrees of freedom, although
perfectly acceptable as such in the classical framework of general relativity, are ar-
guably not in the quantum regime. They do not qualify as actual clock since, along
the quantum trajectory, they yield a non monotonic change of time variable, in other
words, they provide different hypersurface orderings. This might be cured by adding
to the classical clock transformation (4.15) a quantum term that need be identified.
One may also argue that we are insisting upon using a trajectory to define the back-
ground evolution, while some might insist upon the fact that there is no such thing
as a trajectory in quantum mechanics.

In any case, it is interesting to note that whichever of the possibilities above happens
to be valid, the critical point that is made here is that even though the quantum-
dominated phase is indeed ill-defined both at the background and perturbation levels
from the point of view of time development, the asymptotic regimes end up being
unique. As a result, setting well-motivated initial conditions in the classical past, one
gets unambiguous physical predictions for the classical future in which we happen
to perform the measurements. In other words, we have shown that the lack of pre-
dictability in the quantum regime does not exclude the fact that the theory permits
meaningful physical predictions that can be tested with observations.
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Discussion and future prospects

In this work, we studied in detail the applications of the Dirac method for constrained
systems. As explained in Ch. 3, this method allows us to choose an initial gauge,
usually one that simplifies our computations, and then compute the physical Hamilto-
nian. However, the spacetime reconstruction involves the full Hamiltonian, i.e. before
setting any gauge, thus leading to heavy computations. In Ch. 2 we were able to
refine this approach. We derive the full space of gauge-fixing conditions and formu-
lated a new and simpler method to reconstruct the spacetime for any gauge. This
technical result allows us to get a deeper physical insight into the relation between
the abstract gauge invariant quantities and the full spacetime.

For instance, the application of this method to cosmological perturbation theory
around the anisotropic Bianchi I universe, showed that, unlike in the isotropic uni-
verses where gravitational waves are unambiguously given by tensor modes, in ani-
sotropic settings, they can be given by scalar modes in some gauges. In the future
we would like to use this finding to rethink the nature of the gravitational waves in
broader terms. This could be of both theoretical and experimental interest.

This leads us to wonder what would happen if we were to apply this method to a
more involved metric such as a Bianchi IX universe. This metric, although still ho-
mogeneous and anisotropic, describes a curved spacetime with non-linear interactions
between the scale factors. The application to a Bianchi IX model presents technical
challenges, however could allow us to study promising new gauges and bring us in-
sight on both the system under investigation and the procedure. A first step towards
this would be to consider a Bianchi II universe, which constitutes a more complex
spacetime than Bianchi I by introducing a non-null torque, but still a far simpler
universe than Bianchi IX. We would like to pursue this research in the near future.

The next step is to quantize the obtained Hamiltonian for a perturbed Bianchi I
universe. This step seems to be even more intriguing considering the interesting
results obtained by the quantization of the Hamiltonian in a FLRW background. The
use of Dirac observables, combined with the fact that they are not dynamical, has
allowed us to study the evolution of both background and perturbation trajectories
for different clocks. This has been possible since the form of the Dirac observables
remains invariant for different clocks, allowing us to depict the behaviour of such
trajectories in different clocks. We found out that the discrepancies due to the change
of clocks are only present around the bounce, i.e. at a time in which the universe
is in a quantum regime. At the classical limit, i.e. for large scale factors, all the
trajectories were eventually converging.

Further analyses of this method can be done by assuming a full quantum background
instead of a semi-classical one [113]. It could be also interesting to see if there is any
relation between the quantum states and the clock, that is, studying if there are any
preferred internal clocks for a given quantum state. Also, we would like to investigate
if the matter content can affect the clock effect, e.g. if stiffer matter can suppress the
clock effect. Moreover it would be interesting to investigate the time of convergence
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of these trajectories, from which many questions arise naturally: Can the time of
convergence for the scale factor be arbitrarily large, or is there a limit? If there is
no limit, and we find that it is always possible to find a delay function such that
the convergence is infinitely delayed, does this mean that quantum behaviour persists
into the classical regime? If so, should we be able to detect such discrepancies in the
clocks with sufficient sensitivity?

Additionally, if the discrepancies due to the clock change are visible only in a quantum
regime, can we estimate at what value scale factor the universe transitions from being
quantum to classical?

The last question seems to have a possible answer as the limit between the two
regimes should be found around the Planck scale. This is indeed what was found
in [114], where, similarly, the Dirac observables were employed to construct a semi-
classical space which was consequently studied with numerical method. In this case
the authors considered a semi-classical state for large universes which was then evolved
back in time near the classical singularity, i.e. around the Planck regime where
the quantum effects dominate. They found that the semi-classical solution extends
beyond the singularity, meaning that the singularity is not a final stop for the physical
space. Similar interesting results have been obtained in the context of loop quantum
cosmology in [115, 116].

The model presented in [114] was a toy model based on minisuperspaces [3, 117] with
no matter content, aiming to prove that the singularity could be avoided. In our
case, the singularity has been avoided by assuming a bounce scenario. This implies
that, naturally, the background and perturbed trajectories are free to go from the
time before the bounce to the one after the bounce, i.e. from one classical regime to
another without encountering a singularity. Following [114], it could be interesting
to see if, by changing the potential in the work in Ch. 4 so as to include a singularity,
the trajectory were to still follow a path across the singularity, which would act like
"a bridge" between the two classical regimes, to cite the words used in [114].

The applications of the Dirac method and the quantization model introduced in this
context, therefore, offer numerous opportunities for gaining valuable insights into the
dynamics of the universe, particularly in the vicinity of singularities that one expects
to smooth out within the quantum gravity regime.
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APPENDIXA
Bianchi I in perturbation theory

A.1 Extra Hamiltonian

Since the canonical transformation (3.23) depends on time through the new tensorial
basis (3.22), it generates an extra term in the full Hamiltonian (3.5). The extra term
depends on the gravitational variables only, that is, (δqn, δπn), n = 1, . . . , 6, and
reads

Hext = δq1

(
2(3Pkk − (TrP ))

3a3 δπ2 +
2
√

2Pkv

a3 δπ3 +
2
√

2Pkw

a3 δπ4 +

√
2 (Pvv − Pww)

a3 δπ6 +
2
√

2Pvw

a3 δπ5

)

+ δq2

(
2(3Pkk − (TrP ))

9a3 δπ1 +
(3Pkk − (TrP ))

3a3 δπ2 − 2
√

2Pkv

3a3 δπ3 − 2
√

2Pkw

3a3 δπ4

− 2
√

2Pvw

3a3 δπ5 +

√
2 (Pww − Pvv)

3a3 δπ6

)

+ δq3

(
2
√

2Pkv

3a3 δπ1 +
2
√

2Pkv

a3 δπ2 +
((TrP ) − 3Pww)

3a3 δπ3 +
Pvw

a3 δπ4

)

+ δq4

(
2
√

2Pkw

3a3 δπ1 +
2
√

2Pkw

a3 δπ2 +
Pvw

a3 δπ3 +
((TrP ) − 3Pvv)

3a3 δπ4

)
(A.1)

+ δq5

(
+

2
√

2Pvw

3a3 δπ1 −
√

2Pvw

a3 δπ2 +
2Pkw

a3 δπ3 +
2Pkv

a3 δπ4 +
((TrP ) − 3Pkk)

3a3 δπ5

)

+ δq6

(√
2 (Pvv − Pww)

3a3 δπ1 − (Pvv − Pww)√
2a3 δπ2 +

2Pkv

a3 δπ3 − 2Pkw

a3 δπ4 +
((TrP ) − 3Pkk)

3a3 δπ6

)
.

In the spatially flat slicing gauge, the extra Hamiltonian takes the form

Hext = −a−3δq5

(
2
√

2
3 Pvwδπ

1 −
√

2Pvwδπ
2 + 2Pkwδπ

3 + 2Pvkδπ
4 +

(
TrP

3 − Pkk

)
δπ5
)

−a−3δq6

(√
2

3 (Pvv − Pww)δπ
1 − Pvv − Pww√

2
δπ2 + 2Pkvδπ

3 − 2Pkwδπ
4 +

(
TrP

3 − Pkk

)
δπ6
)

.

(A.2)
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A.2 Second-order constraint

The second order constraint (3.19) expressed in the new tensorial basis (3.22) and supple-
mented with the extra term (A.1) generated by the corresponding time-dependent canonical
transformation reads

H(2)
0 +Hext = −aδπ2

1
6 +

3aδπ2
2

2 + aδπ2
3 + aδπ2

4 + aδπ2
5 + aδπ2

6 +
δπ2

ϕ

2a3

+ δϕ2
(
a3V,ϕϕ

2 +
k2a

2

)
+ δq2

1

(
9V a7

8 − 3V
4a − k2

2a3 +
15p2

ϕ

16a7 − 47(TrP )2

16a7 − (TrP 2)

8a7

)
+ δq2

2

(
− k2

18a3 −
P 2

kk

6a7 −
2P 2

kv

3a7 −
2P 2

kw

3a7 +
p2

ϕ

12a7 − V

6a +
Pkk(TrP )

3a7 − 5(TrP )2

36a7 +
5(TrP 2)

18a7

)
+ δq2

3

(
p2

ϕ

8a7 − (TrP )2

8a7 +
PkkPvv

a7 − V

4a +
(TrP 2)

4a7

)
+ δq2

4

(
p2

ϕ

8a7 − (TrP )2

8a7 +
PkkPww

a7 − V

4a +
(TrP 2)

4a7

)
+ δq2

5

(
k2

4a3 +
p2

ϕ

8a7 − (TrP )2

8a7 +
PvvPww

a7 − V

4a +
(TrP 2)

4a7

)
+ δq2

6

(
k2

4a3 +
(Pvv + Pww)2

4a7 − P 2
vw

a7 +
p2

ϕ

8a7 − (TrP )2

8a7 − V

4a +
(TrP 2)

4a7

)
+ δq1

[
−

√
2Pkvδπ3
a3 −

√
2Pkwδπ4
a3 −

√
2Pvwδπ5
a3 +

(
Pww√

2a3 − Pvv√
2a3

)
δπ6 −

3pϕδπϕ

2a5 − δπ1(TrP )

6a3

+ δπ2

(
(TrP )

6a3 − Pkk

2a3

)
+ δq3

(√
2PwwPkv

a7 − 7(TrP )Pkv√
2a7 −

√
2PkwPvw

a7

)
+ δq4

(√
2PvvPkw

a7 − 7(TrP )Pkw√
2a7 −

√
2PkvPvw

a7

)
+ δq5

(√
2PkkPvw

a7 − 7(TrP )Pvw√
2a7 −

√
2PkvPkw

a7

)
+ δq6

(
−

P 2
kv√
2a7 +

P 2
kw√
2a7 − (P 2

vv − P 2
ww)√

2a7 − 5(Pvv − Pww)(TrP )

2
√

2a7

)
+ δq2

(
k2

3a3 −
P 2

kk

a7 −
P 2

kv

a7 −
P 2

kw

a7 +
5(TrP )2

6a7 − 5Pkk(TrP )

2a7 +
(TrP 2)

3a7

)
+

3aV,ϕϕ

2

]
+ δq3

[
2PkkPvwδq4

a7 +
2PkwPvvδq5

a7 +

(
Pkv [(TrP ) − Pkk]

a7 − 2PkwPvw

a7

)
δq6

−
√

2Pkvδπ1
3a3 −

√
2Pkvδπ2
a3 +

Pvwδπ4
a3 +

2Pkwδπ5
a3 +

2Pkvδπ6
a3 + δπ3

(
2(TrP )

3a3 − Pww

a3

)]
+ δq4

[
2PkvPwwδq5

a7 +

(
2PkvPvw

a7 − Pkw[(TrP ) − Pkk]

a7

)
δq6 −

√
2Pkwδπ1

3a3 −
√

2Pkwδπ2
a3 +

Pvwδπ3
a3

+
2Pkvδπ5
a3 − 2Pkwδπ6

a3 + δπ4

(
2(TrP )

3a3 − Pvv

a3

)]
+ δq5

[
(Pvv − Pww)Pvw

a7 δq6 −
√

2Pvwδπ1
3a3 −

√
2Pvwδπ2
a3 + δπ5

(
2(TrP )

3a3 − Pkk

a3

)]
+ δq6

[
− Pvv − Pww

3
√

2a3 δπ1 − Pvv − Pww√
2a3 δπ2 + δπ6

(
2(TrP )

3a3 − Pkk

a3

)]
+ δq2

[
Pkkδπ2
a3 +

4
√

2Pkvδπ3
3a3 +

4
√

2Pkwδπ4
3a3 − 2

√
2Pvwδπ5
3a3 −

√
2(Pvv − Pww)

3a3 δπ6 + δπ1

(
(TrP )

9a3 − Pkk

3a3

)
+ δq3

(√
2PkkPkv

3a7 − 2
√

2PvvPkv

3a7 +

√
2(TrP )Pkv

3a7 − 2
√

2PkwPvw

3a7

)



A.3. Geometric quantities 99

+ δq4

(√
2PkkPkw

3a7 − 2
√

2PwwPkw

3a7 +

√
2(TrP )Pkw

3a7 − 2
√

2PkvPvw

3a7

)
+ δq5

(
4
√

2PkvPkw

3a7 +

√
2PkkPvw

a7 − 5
√

2Pvw(TrP )

3a7

)
+ δq6

(
2
√

2P 2
kv

3a7 −
2
√

2P 2
kw

3a7 −
√

2(P 2
vv − P 2

ww)

3a7

− Pkk(Pvv − Pww)√
2a7 +

(Pvv − Pww)(TrP )

3
√

2a7

)]
. (A.3)

A.3 Geometric quantities
The canonical perturbation variables can be used to express geometric quantities. The most
useful ones are the Ricci scalar,

δ(3R) = 2a−4k2
(
δq1 − 1

3δq2

)
, (A.4)

the energy density of the scalar field,

δρ =
Hm,0√
q

∣∣∣∣(1) = −
5p2

ϕ

4a8 δq1 + V,ϕδϕ+
pϕ

a6 δπϕ, (A.5)

and the two scalar modes of the shear,

δσ1 =
2
9a

−2K2δq2 +
1
3a

−2K3δq3 +
1
3a

−2K4δq4 +
1
3a

−2K5δq5 +
1
3a

−2K6δq6,

δσ2 =
3
2aδπ2 +

3
4a

−3δq1

(
Pkk − 1

3 (TrP )
)
+ a−3Pkkδq2 +

1√
2
a−3Pkvδq3

+
1√
2
a−3Pkwδq4 +

√
2a−3Pvwδq5 − 1√

2
a−3(Pvv − Pww)δq6,

(A.6)

where Kn = KabA
ab
n = a−3 (π̄abA

ab
n − 1

2 q̄abA
ab
n (TrP )

)
are the components of the zeroth-order

extrinsic curvature.

A.4 Physical Hamiltonian

The coefficients in the physical Hamiltonian (3.41) read:

Ũϕ =
(T rP )p2

ϕ

4Pkka3 −
3p2

ϕ

8a3 −
pϕV,ϕa3

2Pkk
+

V,ϕϕa3

2 ;

Ũ5 =
(T rP )2

8a7 +
(T rP 2)

4a7 − (T rP )Pkk

2a7 +
P 2

kk

4a7 +
P 2

kv

a7 +
P 2

kw

a7 − (Pvv − Pww)2

4a7

+
2PkvPkwPvw

a7Pkk
− (T rP )P 2

vw

2a7Pkk
+

P 2
vw

4a7 +
p2

ϕ

8a7 − V

4a
;

Ũ6 =
(T rP 2)

4a7 +
(T rP )2

8a7 − (T rP )Pkk

2a7 +
P 2

kk

4a7 +
P 2

kv

a7 +
P 2

kw

a7 − P 2
vw

a7

+
(P 2

kv − P 2
kw)(Pvv − Pww)

2a7Pkk
− (T rP )(Pvv − Pww)2

8a7Pkk
+

(Pvv − Pww)2

16a7 +
p2

ϕ

8a7 − V

4a
;

C̃1 = − (T rP )Pvw(Pvv − Pww)

2a7Pkk
+

5Pvw(Pvv − Pww)

4a7 +
Pvw(P 2

kv − P 2
kw)

a7Pkk

+
PkvPkw(Pvv − Pww)

a7Pkk
;
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C̃2 =

√
2PkvPkwpϕ

a5Pkk
−

Pvwpϕ

2
√

2a5 −
aPvwV,ϕ√

2Pkk

; (A.7)

C̃3 =
(P 2

kv − P 2
kw)pϕ√

2a5Pkk

−
(Pvv − Pww)pϕ

4
√

2a5 −
a(Pvv − Pww)V,ϕ

2
√

2Pkk

;

Cϕϕ = −
p2

ϕ

2a3Pkk
;

C55 =
1
a3

[
2
3 (T rP ) − Pkk − 2P 2

vw

Pkk

]
;

C66 =
1
a3

[
2
3 (T rP ) − Pkk − (Pvv − Pww)2

2Pkk

]
;

C5ϕ = −
Pvwpϕ

a3Pkk
;

C6ϕ = −
(Pvv − Pww)pϕ

2a3Pkk
;

C56 = −Pvw(Pvv − Pww)

a3Pkk
.

A.5 Dynamics of the operator P

Making use of Eqs (3.13) and (3.32) we find the dynamics of the components of the operator
P in the Fermi-Walker basis:

d
dtPkk = a−3 (−a6V − 2P 2

kv − 2P 2
kw

)
, d

dtPvv = a−3 (−a6V + 2P 2
kv

)
,

d
dtPww = a−3 (−a6V + 2P 2

kw

)
, d

dtPvw = 2a−3PkwPkv,

d
dtPkv = a−3 (PkkPkv − PkvPvv − PkwPvw) , d

dtPkw = a−3 (PkkPkw − PkwPww − PkvPvw) .
(A.8)

A.6 Final Hamiltonian in the M-S variables

Below the coefficients in the final Hamiltonians (3.47), (3.53) and (3.79) are given. In case of
a single scalar field there is a unique field label I = J which is omitted in the Hamiltonian.

UϕI =
p2

ϕI (P
2
kv + P 2

kw + PkvPkw + Pvw(Pkv + Pkw) − P 2
vw + a6V )

a4P 2
kk

−
2a6pϕIV,ϕI

a4Pkk

+
(TrP )2 − 18a6(V − 2V,ϕI ϕI )

36a4 ;

U5 =
(TrP )2 + 72

(
P 2

kv + PkvPkw + P 2
kw + Pvw(Pkv + Pkw) − P 2

vw

)
+ 18

∑
I p

2
ϕI + 18a6V

36a4

+
P 2

vw(4P 2
kv + 4P 2

kw − 4P 2
vw − (Pvv − Pww)2 − P 2

kk −
∑

I p
2
ϕI + 2a6V )

a4P 2
kk

− 2
(Pvv−Pww)2

4
a4

+
54P 4

kk − 36P 3
kk(TrP )

36a4P 2
kk

+
2Pvw(8PkvPkw + Pvw(TrP ))

a4Pkk
;

U6 =
(TrP )2 + 72(P 2

kv + PkvPkw + P 2
kw + Pvw(Pkv + Pkw) − P 2

vw) + 18
∑

I p
2
ϕI + 18a6V

36a4

+

(Pvv−Pww)2

4 (4P 2
kv + 4P 2

kw − 4P 2
vw − (Pvv − Pww)2 − P 2

kk −
∑

I p
2
ϕI + 2a6V )

a4P 2
kk

− 2P
2
vw

a4
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+
54P 4

kk − 36P 3
kk(TrP )

36a4P 2
kk

+
2 (Pvv−Pww)

2 (4P 2
kv − 4P 2

kw + (Pvv−Pww)
2 (TrP ))

a4Pkk
;

C1 =
Pvw(Pvv − Pww)(4P 2

kv + 4P 2
kw − 4P 2

vw − (Pvv − Pww)2 −
∑

I p
2
ϕI + 2a6V )

a4P 2
kk

+

8(P 2
kv − P 2

kw)Pvw + 8PkvPkw(Pvv − Pww) + 2(TrP )Pvw(Pvv − Pww)

a4Pkk
+
Pvw(Pvv − Pww)

a4 ;

C2I =
PvwpϕI (4P 2

kv + 4P 2
kw − 4P 2

vw − (Pvv − Pww)2 −
∑

I p
2
ϕI + 2a6V )

a4P 2
kk

−
3PvwpϕI

a4

+
8PkvPkwpϕI + 2(TrP )PvwpϕI − 4a6PvwV,ϕI

a4Pkk
;

C3I =

(Pvv−Pww)
2 pϕI (4P 2

kv + 4P 2
kw − 4P 2

vw − (Pvv − Pww)2 −
∑

I p
2
ϕI + 2a6V )

a4P 2
kk

−
3 (Pvv−Pww)

2 pϕI

a4

+
pϕI (4P 2

kv − 4P 2
kw + (TrP )(Pvv − Pww)) − 2a6(Pvv − Pww)V,ϕI

a4Pkk
;

CIJ (I ̸= J) =

(
4a6V,ϕI ϕJ − 3pϕIpϕJ

)
2a4 −

2a6(pϕJVϕI + pϕIVϕJ )

a4Pkk
−

(TrP )pϕIpϕJ

a4Pkk

−
pϕJ pϕI

(
−2a6V − 4P 2

kv − 4P 2
kw + (Pvv − Pww)2 + 4P 2

vw +
∑

I p
2
ϕI

)
2a4P 2

kk

. (A.9)

A.7 Dirac observables

This is a complete set of solutions to Eq. (3.50). In case of a single scalar field the label I is
unique and can be omitted.

δD1 = δq5 + 2
√

2Pvw

Pkk
δq1 − 2

√
2

3
Pvw

Pkk
δq2; (A.10)

δD2 = δq6 +

√
2

Pkk

(
Pvv − Pww

)
δq1 −

√
2

3
1
Pkk

(
Pvv − Pww

)
δq2; (A.11)

δD3 = δπ1 +

{
1
Pkk

[
2k2 − 1

2a
−4(TrP 2) +

3
4a

−4(TrP )2 + 4a−4(P 2
kv + P 2

kw) +
3
4a

−4
∑

I

p2
ϕI − 3

2a
2V (ϕ)

]
+ 3a−4Pkk − 5

2a
−4(TrP )

}
δq1

+
1

3Pkk

[
− 2k2 +

1
2a

−4(TrP 2) − 3
4a

−4(TrP )2 + a−4(TrP )Pkk − 3
4a

−4
∑

I

p2
ϕI +

3
2a

2V (ϕ)

− 4a−4(P 2
kv + P 2

kw)

]
δq2 +

√
2a−4Pkvδq3 +

√
2a−4Pkwδq4; (A.12)

δD4 = δπ2 +

{
1
Pkk

[
− 2

3k
2 +

2
3a

−4(TrP 2) − 1
2a

−4(TrP )2 − 2a−4P 2
k − 4

3a
−4(P 2

kv + P 2
kw)

]
+ a−4 1

2Pkk + a−4 4
3 (TrP )

}
δq1

+
1

3Pkk

[
2
3k

2 + 2a−4P 2
kk − 2

3a
−4(TrP 2) − 5

6a
−4(TrP )Pkk

+
1
2a

−4(TrP )2 +
10
3 a

−4(P 2
kw + P 2

kv)

]
δq2 −

√
2

3 a−4Pkvδq3 −
√

2
3 a−4Pkwδq4; (A.13)

δD5 = δπ3 − 1
Pkk

(
2
√

2a−4(PkvPvv + PkwPvw) −
√

2a−4(TrP )Pkv

)
δq1
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+
1

3Pkk

(
2
√

2a−4(PkvPvv + PkwPvw) −
√

2a−4(TrP )Pkv

)
δq2 + a−4Pkkδq3; (A.14)

δD6 = δπ4 − 1
Pkk

(
2
√

2a−4(PkvPvw + PkwPww) −
√

2a−4(TrP )Pkw

)
δq1

+
1

3Pkk

(
2
√

2a−4(PkvPvw + PkwPww) −
√

2a−4(TrP )Pkw

)
δq2 + a−4Pkkδq4; (A.15)

δD7 = δπ5 +

[
1
Pkk

(
2
√

2a−4PkwPkv − 1√
2
a−4(TrP )Pvw

)
+

1√
2
a−4Pvw

]
δq1

+
1

3Pkk

(
1√
2
a−4(TrP )Pvw − 2

√
2a−4(PkkPvw − PkwPkv)

)
δq2

+ a−4Pkwδq3 + a−4Pkvδq4; (A.16)

δD8 = δπ6 +

{
1
Pkk

[
−

√
2a−4(P 2

vv − P 2
ww) +

3
2
√

2
a−4(TrP )(Pvv − Pww) +

√
2a−4(P 2

kv − P 2
kw)

]
− 3

2
√

2
a−4(Pvv − Pww)

}
δq1 +

1
3Pkk

[√
2a−4(P 2

vv − P 2
ww) − 3

2
√

2
a−4(TrP )(Pvv − Pww)

−
√

2a−4(P 2
kv − P 2

kw)

]
δq2 + a−4Pkvδq3 − a−4Pkwδq4; (A.17)

δD9I = δϕI +
1
Pkk

a−2pϕI δq1 − 1
3Pkk

a−2pϕI δq2; (A.18)

δD10I = δπϕI +
1
a2

[
1
Pkk

(
1
2 (TrP )pϕI − a6V,ϕI

)
− 3

2pϕI

]
δq1 +

1
3a2Pkk

(
a6V,ϕI − 1

2 (TrP )pϕI

)
δq2;

(A.19)

A.8 Geometric expressions for the Dirac observables

The independent Dirac observables (3.54) may be also given in terms of geometric quantities,

δQ1 =
1√
2a
δq5 − a3K5

2
√

2k2 (K1 − 1
3K2

)δR,

δQ2 =
1√
2a
δq6 − a3K6

2
√

2k2 (K1 − 1
3K2

)δR,

δQ3 = aδϕ−
a2pϕ

4k2 (K1 − 1
3K2

)δR,

δP1 =
√

2δK5 +
K5K6

4
√

2a2 (K1 − 1
3K2

)δq6 +
K1
(
K1 − 1

3K2
)

− 2
(
K1 − 1

3K2
)2

+ 1
2K

2
5√

2a2 (K1 − 1
3K2

) δq5,

+ G
(
aK5√

2
, a

2K3K4
2

)
δR+

K5pϕ

2a
√

2
(
K1 − 1

3K2
)δϕ (A.20)

δP2 =
√

2δK6 +
K5K6

4
√

2a2 (K1 − 1
3K2

)δq5 +
4K1

(
K1 − 1

3K2
)

− 8
(
K1 − 1

3K2
)2

+ 1
2K

2
6

4
√

2a2 (K1 − 1
3K2

) δq6

+ G
(
aK6

2
√

2
, a

2(K2
3 −K2

4 )

4

)
δR+

pϕK6

4
√

2a
(
K1 − 1

3K2
)δϕ

δP3 =
a5

pϕ
δρ+

K5pϕ

2a3 (K1 − 1
3K2

)δq5 +
K6pϕ

8a3 (K1 − 1
3K2

)δq6

+
12a2K1

(
K1 − 1

3K2
)
pϕ + 3p3

ϕ − 12a7 (K1 − 1
3K2

)
V,ϕ

12a2pϕ

(
K1 − 1

3K2
) δϕ
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+
8a3pϕK1

(
K1 − 1

3K2
)

− apϕ

(
a2
2 K

2
6 + 2a2K2

5 + p2
ϕ

)
+ 4a8 (K1 − 1

3K2
)
V,ϕ

16k2a2 (K1 − 1
3K2

)2 δR,

where G(X,Y ) = a
−24a2(K1− 1

3 K2)
2
X−4a(K1− 1

3 K2)(6Y −6aK1X)−3X(2a2K2
5+

a2
2 K2

6+p2
ϕ
)

6k2P 2
kk

. In the
isotropic limit we obtain:

δQ1 → 1√
2a
δq5, δQ2 → 1√

2a
δq6, δQ3 → aδϕ−

a2pϕ

4k2K1
δR,

δP1 →
√

2δK5 − K1√
2a2 δq5, δP2 →

√
2δK6 − K1√

2a2 δq6,

δP3 → a5

pϕ
δρ+

36a2K2
1pϕ + 9p3

ϕ − 36a7K1V,ϕ

36a2pϕK1
δϕ+

72a3pϕK
2
1 − 9ap3

ϕ + 36a8K1V,ϕ

144k2a2K2
1

δR.

(A.21)

A.9 Comparison of metric decompositions

The perturbed metric decomposition used in [19] is given by

hij = 2C
(
γij +

σij

H

)
+ 2∂i∂jE + 2∂(iEj) + 2Eij , (A.22)

whereas our decomposition reads

hij = a−2δqij = a−2δqnA
n
ij . (A.23)

Expanding (A.22) in the A basis,

hij = A1
ij

(
2C − 2

3E
)
+A2

ij

(
2Cσ2

H
− 2E

)
+A3

ij

(
2Cσ3

H
+ i

√
2Ev

)
+A4

ij

(
2Cσ4

H
+ i

√
2Ew

)
+A5

ij

(
2Cσ5

H
+ 2E5

)
+A6

ij

(
2Cσ6

H
+ 2E6

)
, (A.24)

and comparing with (A.23) we obtain the relation between the tensor modes:

E5 =
a−2

2 δq5 + a−2√
2Pvw

Pkk

(
δq1 − 1

3δq2

)
, E6 =

a−2

2 δq6 +
a−2(Pvv − Pww)√

2Pkk

(
δq1 − 1

3δq2

)
,

(A.25)

which correspond to the gauge-invariant quantities δQ1 and δQ2 given in Eq. (3.54). For the
vector and scalar modes we find the following relations:

Ev = −i2Pkv

Pkk
a−2

(
δq1 − 1

3δq2

)
− i

a−2
√

2
δq3, Ew = −i2Pkw

Pkk
a−2

(
δq1 − 1

3δq2

)
− i

1√
2
a−2δq4,

E =
a−2(TrP )

2Pkk

(
δq1 − 1

3δq2

)
− δq1a

−2 3
2 , C =

a−2(TrP )

6Pkk

(
δq1 − 1

3δq2

)
.

(A.26)
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APPENDIXB
Time problem

B.1 Alternative delay function
In this appendix, we consider the alternative choice of a family of two-parameter delay func-
tions, namely

∆′(a, p) = aAeBp, (B.1)

which define a new set of clocks plotted in Fig. A2 for a few relevant values of the parameters
A and B. Fig. A3 depicts the trajectories with different clocks obtained from ∆′(a, p) for
which the convergence happens much later than in the case discussed in the core of this
paper, as can be seen by comparing with Fig. 4.3. The extent to which this delay can be
increased, and how the matter content of the Universe can affect this limit, is not dealt with
in the present article and will be the subject of a future work.

One can note that the delay functions (A2) tend to diverge in time from one another, all
of them growing exponentially with the momentum, the phase space trajectories however do
converge to the undelayed one, but at scales that are increasingly larger with the amplitude
of the exponential behavior of the relevant delay function.

Moving to the perturbations, we performed the same analysis as in the core of this paper and
show the time development of the real part of the mode function for different values of the
wavenumber in Fig. A4, with a special emphasis at the near-bounce regime in Fig. A1. As
for the other family of delay functions, we find that whenever the classical approximation for
the background holds, one recovers a unique prediction.

0 10 20 30

0

20

40

60

Figure A1: Evolution of the primordial gravitational amplitude for
different clocks obtained from the second class of delay function B.1.
Convergence happens at a latter time with respect to the first class of
delay functions (4.30), as can be seen by comparison with Fig. 4.5.
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Figure A2: Changes in the time variable η for the second family
of delay functions ∆′

1, ∆′
2 and ∆′

3 given by Eq. (B.1) along a fixed
bouncing trajectory, with parameters chosen such that ∆1 = aepa ,
∆2 = ae3pa/2 and ∆3 = ae2pa .
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Figure A3: Semi-classical trajectories mapped into the initial re-
duced phase space (a, p) for the second class of delay function Eq.
(B.1), with the same parameters as in Fig. A2.
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Figure A4: Evolution of the real part of the primordial gravity-wave
Re(µ̃) for two different wavenumbers, k = 0.1 and k = 0.5, and for
different clocks for the second class of delay functions, ∆′

1, ∆′
2 and ∆′

3,
respectively represented by the dotted blue line, dashed red line and
dashed-dotted green line. The original trajectory is represented by the
full black line.
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