
National Centre for Nuclear Research

Doctoral Thesis

Relativistic Hydrodynamics
Beyond the Second Order

Author:
Viktor Svensson

Supervisor:
dr hab. Michał P. Heller

A thesis submitted in fulfillment of the requirements
for the degree of Doctor of Physical Sciences

at the

National Centre for Nuclear Research

June 14, 2021

http://www.ncbj.gov.pl
http://grad.ncbj.gov.pl/current-students/viktor-svensson/
https://orcid.org/0000-0002-5116-1707
https://www.aei.mpg.de/michal-p-heller
https://orcid.org/0000-0001-9692-9495
http://www.ncbj.gov.pl


i

NATIONAL CENTRE FOR NUCLEAR RESEARCH

Abstract
Relativistic Hydrodynamics Beyond the Second Order

Viktor Svensson

Relativistic hydrodynamics is a theory of close to equilibrium dynamics, but exactly
what sets the limit of its applicability is not known. In both experiment and theoretical
modeling of heavy-ion collisions it has been observed that a hydrodynamic description
can work surprisingly far from equilibrium. This thesis concerns two different
approaches towards understanding the limits of hydrodynamics: constitutive relations
at large order and far from equilibrium. Gradient expanded constitutive relations
often diverge, and we contribute towards understanding how and why they do so. The
interplay between hydrodynamic and nonhydrodynamic modes plays a central role.
Far from equilibrium, constitutive relations can emerge in the form of hydrodynamic
attractors. We present a novel perspective on attractors, based on quantifying the
associated information loss and universality.
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NATIONAL CENTRE FOR NUCLEAR RESEARCH

Streszczenie
Relativistic Hydrodynamics Beyond the Second Order

Hydrodynamika Relatywistyczna w Rzędach Wyższych niż Drugi
Viktor Svensson

Hydrodynamika relatywistyczna ma za zadanie opisać dynamikę klasy układów
fizycznych lokalnie bliskich równowadze, ale dokładne warunki jej stosowalności
pozostają otwartym problemem. W badaniach nad zderzeniami jąder atomowych
przy ultrarelatywistycznych energiach zaobserwowano, że opis w języku hydrody-
namiki relatywistycznej może po krótkim czasie zaskakująco dobrze opisywać wynik
zderzenia, mimo, że układ fizyczny jest ciągle bardzo daleki od lokalnej równowagi
termodynamicznej. Niniejsza praca doktorska rozwija dwa komplementarne podejścia
do zrozumienia co ogranicza stosowalność opisu hydrodynamicznego. Pierwsze
podejście dotyczy zachowania hydrodynamicznego rozwinięcia gradientowego w
wysokich rzędach, które w znaczącej większości znanych do tej pory przypadków jest
rozbieżne. Badania zawarte w pracy doktorskiej dostarczają lepszego zrozumienia
tego zachowania, do czego kluczowy okazał się związek między hydrodynamicznymi
i niehydrodynamicznymi stopniami swobody. Drugie rozwinięte podejście dotyczy
atraktorów hydrodynamicznych, które są aktualnym tematem badawczym dotyczącym
nierównowagowej definicji hydrodynamiki. Niniejsza praca doktorska dostarcza
nowego spojrzenia na atraktory hydrodynamiczne, które bazuje na ilościowym ujęciu
efektywnej utraty informacji o stanie początkowym i wynikających z tego uniwersal-
nych własnościach dynamiki układu.
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1 Introduction
Relativistic hydrodynamics was formulated a long time ago [8, 9] but remains at
the forefront of several research areas today. It plays an important role in heavy-ion
collisions, where it is used to describe the expanding quark-gluon plasma (QGP) [10,
11]. These experiments have inspired new developments in hydrodynamics [12], such
as anisotropic hydrodynamics [13], attractors [14], and the incorporation of spin [15,
16]. There are applications in astrophysics [17, 18] and cosmology [19], which are
stimulated by the advent of gravitational wave astronomy [20]. In condensed matter,
electron flow in graphene can be modelled with relativistic hydrodynamics [21, 22].

At the same time as the applications of relativistic hydrodynamics continue
to widen, a deeper understanding of its foundations is also being pursued. Other
foundational questions currently being pursued and which are not covered in this
thesis are hydrodynamical frames [23, 24], inclusion of fluctuations [25, 26], pole
skipping [27–29], generalized hydrodynamics [30].

In this thesis, the main focus is on constitutive relations. These are central to
a hydrodynamic formulation and they relate different components of the energy-
momentum tensor to reduce the number of degrees of freedom. To understand where
hydrodynamics applies, we need to understand the properties of constitutive relations
and when they emerge. Close to equilibrium, these can be described with a perturbative
expansion, the gradient expansion. Several of the papers in this thesis are devoted to
the convergence properties of this series, which gives insights into when the expansion
gives an accurate description of the underlying physics. In many cases, it is a divergent
series and requires extra mathematical tools to make sense. Effective constitutive
relations that reduce the number of degrees of freedom can also emerge without being
described by a gradient expansion, which we refer to as a hydrodynamic attractor.

This is a cumulative thesis based on five published papers and one under review.

Published
[1] Michal P. Heller, Aleksi Kurkela, Michał Spaliński, and Viktor Svensson.

Hydrodynamization in Kinetic Theory: Transient Modes and the Gradient
Expansion. In: Physical Review D 97.9 (May 31, 2018), p. 091503. doi:
10.1103/PhysRevD.97.091503.

[2] Michal P. Heller and Viktor Svensson. How Does Relativistic Kinetic Theory
Remember about Initial Conditions? In: Physical Review D 98.5 (Sept. 17,
2018), p. 054016. doi: 10.1103/PhysRevD.98.054016.

[3] Michal P. Heller, Ro Jefferson, Michał Spaliński, and Viktor Svensson. Hy-
drodynamic Attractors in Phase Space. In: Physical Review Letters 125.13
(Sept. 22, 2020), p. 132301. doi: 10.1103/PhysRevLett.125.132301.

[4] Michal P. Heller, Alexandre Serantes, Michał Spaliński, Viktor Svensson,
and Benjamin Withers. Transseries for Causal Diffusive Systems. In: Journal
of High Energy Physics 2021.4 (Apr. 20, 2021), p. 192. doi: 10.1007/
JHEP04(2021)192.

https://doi.org/10.1103/PhysRevD.97.091503
https://doi.org/10.1103/PhysRevD.98.054016
https://doi.org/10.1103/PhysRevLett.125.132301
https://doi.org/10.1007/JHEP04(2021)192
https://doi.org/10.1007/JHEP04(2021)192
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[5] Michal P. Heller, Alexandre Serantes, Michał Spaliński, Viktor Svensson,
and Benjamin Withers. Convergence of Hydrodynamic Modes: Insights from
Kinetic Theory and Holography. In: SciPost Physics 10.6 (June 1, 2021),
p. 123. doi: 10.21468/SciPostPhys.10.6.123.

Unpublished
[6] Michal P. Heller, Alexandre Serantes, Michał Spaliński, Viktor Svensson, and

Benjamin Withers. The Hydrodynamic Gradient Expansion in Linear Response
Theory. July 10, 2020. url: https://arxiv.org/abs/2007.05524v1.

These are reprinted in Sections A, B, C, D, E and F. This guide is written in logical
rather than chronological order and the lessons from the above papers are interspersed
throughout the text. I have also been involved in studies of nonequilibrium physics
with tensor networks [7], but it is outside the scope of this thesis.

In Sec. 2, we describe some of the ingredients in the modeling of heavy-ion
collisions, with an emphasis on those relevant for hydrodynamics. In Sec. 3, we
present the basics of relativistic hydrodynamics and the role of the gradient expansion.
Linearized dynamics around thermal equilibrium is covered in Sec. 4. We put
a particular emphasis on the distinction and relation between hydrodynamic and
nonhydrodynamic modes. The importance of the latter in regards to the applicability
of hydrodynamics is one of the key lessons of the past decade. Sec. 5 presents the
mathematical tools for analyzing asymptotic series. Sec. 6, concerns the gradient
expansion beyond linear response, which shares some qualitative features with the
linear case. The hydrodynamic attractor, a different approach to constitutive relations,
is described in Sec. 7. With the background material and context presented, Sec. 8
contains summaries of this thesis, the articles included in it, as well as some open
questions.

Throughout this thesis, we use natural units where 𝑐 = ℏ = 𝐺 = 𝑘𝐵 = 1 and a
mostly plus metric signature.

https://doi.org/10.21468/SciPostPhys.10.6.123
https://arxiv.org/abs/2007.05524v1
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2 QGP and its descriptions
In the early 2000s, the Relativistic Heavy Ion Collider (RHIC) began colliding heavy
ions at energies high enough to produce a QGP [31–34], whose evolution can be
described with hydrodynamics [35, 36]. Understanding this form of matter is then
essential to interpret the result of such experiments which are now also being performed
at the Large Hadron Collider (LHC) [37, 38]. Similar conditions occurred in the
early universe, and these experiments further a better understanding of quantum
chromodynamics (QCD) and its phase diagram [39]. Heavy-ion collisions and the
QGP should in principle be described by the standard model. However, studying
non-equilibrium dynamics in an interacting quantum field theory (QFT) is far too
complicated, so it is necessary to employ simplified models. There are many different
techniques and frameworks employed, such as perturbative QCD, lattice QCD, kinetic
theory, the Anti-de Sitter/conformal field theory (AdS/CFT) correspondence and
relativistic hydrodynamics.

The different models apply at different stages of a heavy-ion collision, see [40, 41]
for reviews and Fig. 2.1 for a schematic diagram. Before the collision, since the heavy
ions are very close to the light cone, the initial state is approximately boost invariant,
which inspires the boost invariance assumption of Bjorken flow. The structure of
the Lorentz contracted nuclei can be described in the framework of Color Glass
Condensate (CGC) [42] where strong color fields dominate. Shortly after the collision,
the evolution can be modeled by kinetic theory or AdS/CFT. After a sufficient amount
of thermalization, the QGP is formed and can be described by relativistic viscous
hydrodynamics [11]. As the plasma expands and cools down, it condenses into
hadrons, whose evolution is then described by kinetic theory. The questions studied in
this thesis relate to the transition from the microscopic theories of kinetic theory and
AdS/CFT to the macroscopic theory of hydrodynamics.

Exactly how close to equilibrium a system must be for a hydrodynamic description
to hold is not clear at this point. Heuristically, hydrodynamics should work at
length scales much larger than microscopic scales. This can be diagnosed by various
dimensionless numbers, such as the Knudsen number which is the ratio between the
microscopic mean free path and a macroscopic scale set by the size of gradients. Based
on comparison to experimental data from heavy-ion collisions, and to simulations
in microscopic models, hydrodynamics has been seen to apply surprisingly far away
from equilibrium, in the sense that the pressure anisotropy is large [43–47]. This
has inspired an alternative formulation: anisotropic hydrodynamics (aHydro) [13,
48, 49], where the hydrodynamic expansion is constructed around an anisotropic
state. Hydrodynamics is also being used for smaller and smaller systems, describing
collisions involving smaller nuclei [50–58]. In this thesis we seek to better understand
the standard hydrodynamic formulation, see Sec. 3. To gain deeper insights, it is
useful to study simplified models, such as relaxation time approximation kinetic theory
(RTA) and N = 4 Super Yang-Mills (SYM) in the holographic regime, covering weak
and strong coupling respectively. Considering simple flows with many symmetries,
such as Bjorken flow [59], is also very helpful.
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Figure 2.1: Schematic diagram of a heavy-ion collision, see [41] for a
review. Several different frameworks are used to model the evolution,
covering different parameter regimes. The main focus of this thesis is

how hydrodynamics emerges from kinetic theory or holography.

2.1 Bjorken flow
Imposing the symmetries of Bjorken flow results in a dramatic simplification. Bjorken
flow is characterized by boost invariance in the beam direction and homogeneity and
isotropy in the transverse plane [59]. Studying flows with many symmetries makes
it possible to find analytical solutions [60], calculate large orders in perturbative
expansions [61] and test how hydrodynamics compares to microscopic theories [62].
This is conveniently described in Milne coordinates, using the proper time 𝜏 =

√
𝑡2 − 𝑧2

and spacetime rapidity η = arctan 𝑧/𝑡. The metric in these coordinates is

𝑑𝑠2 = −𝑑𝜏2 + 𝜏2𝑑η2 + 𝑑𝑥2
⊥. (2.1)

The energy momentum tensor takes the form

𝑇
𝜇
𝜈 = Diagonal(−𝜀, 𝑝𝐿 , 𝑝𝑇 , 𝑝𝑇 , 𝑝𝑇 ), (2.2)

where each of the variables depend only on 𝜏. As a measure for how far the system is
from equilibrium, one may use the dimensionless pressure anisotropy

A ≡ 𝑝𝑇 − 𝑝𝐿

𝜀/3 , (2.3)

which vanishes at equilibrium. The dynamics in Bjorken flow is controlled by two
effects. There is the expansion, characterized by a time scale 𝜏, which dilutes the
system along the longitudinal direction and pushes the system to an anisotropic state.
Then there is interactions, characterized by a time scale 𝜏𝜋, which tries to establish
equilibrium and isotropy. If the interactions are strong enough, the system approaches
equilibrium with zero temperature at asymptotically late times.

It is convenient to use a dimensionless time variable 𝑤 ≡ 𝜏/𝜏𝜋, so that interactions
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start to dominate at around 𝑤 = 1. The inverse of 𝑤 can be interpreted as measuring the
size of gradients. Thus, the late time limit and the gradient expansion are very tightly
related in Bjorken flow. The ability to measure gradients with a single parameter is
one of the key simplifications provided by Bjorken flow.

Another simple flow is Gubser flow [63, 64], which incorporates some transverse
dynamics. It is also simple to characterize gradients in this flow [65], and many of the
studies made in Bjorken flow are often soon after repeated for Gubser flow.

2.2 Kinetic theory
Kinetic theory describes systems of particles whose dominant interactions come from
two-particle scattering [66]. The state of the system is described by the distribution
function

𝑓 (𝑥, 𝑝), (2.4)

which describes the density of particles with a certain momentum at a certain location.
Its evolution is described by the (here relativistic) Boltzmann equation

𝑝𝜇𝜕𝜇 𝑓 = 𝐶 [ 𝑓 ], (2.5)

where the left hand side represents propagation of particles and 𝐶 [ 𝑓 ] is a collision
kernel which describes interactions. The collision kernel is often of considerable
complexity, resulting in a nonlinear, integro-differential equation.

An important class of observables is given by the moments of the distribution
function. Here, the most relevant one is the energy-momentum tensor

𝑇 𝜇𝜈 =

∫
𝑑3𝑝

𝑝0 𝑝𝜇𝑝𝜈 𝑓 (𝑥, 𝑝). (2.6)

Hydrodynamical models can be constructed by formulating equations of motion
directly for a set of moments, though the procedure is not unique [67–76].

We will use a simplified version of the collision kernel [77, 78]

𝐶 [ 𝑓 ] = −𝑝𝜇𝑢𝜇
𝑓 − 𝑓eq

𝜏rel
, (2.7)

where 𝑓eq has the standard equilibrium form

𝑓eq = 𝑒
𝑝𝜇𝑢𝜇

𝑇 . (2.8)

The fluid velocity 𝑢𝜇 and the temperature are defined by the Landau matching condition

𝑇 𝜇𝜈𝑢𝜇 = −𝜀𝑢𝜈, (2.9)

and the equilibrium equation of state is used to relate the energy density and temperature.
While the collision kernel is linear, the definition of temperature makes the equations
nonlinear. This theory is known as the relaxation time approximation (RTA). The
relaxation time 𝜏𝜋 may be a functional of 𝑓 and the momentum 𝑝𝜇. A simple class of
models, studied in Article B, is where 𝜏𝜋 ∝ 𝑇−Δ.
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2.3 AdS/CFT
The Anti-de Sitter/conformal field theory (AdS/CFT) correspondence [79–81], is
a correspondence between a strongly coupled quantum field theory and a weakly
coupled gravitational theory. The gravitational theory has one more dimension, so the
correspondence is often referred to as holography. One of the most useful aspects is
that difficult problems on one side of the duality may become much simpler on the
other. This is the case for non-equilibrium dynamics, which is much easier on the
gravitational side.

Not all QFTs have gravitational duals. The original proposal of Maldacena used
string theory to relate strongly coupled N = 4 SYM and a gravitational theory in AdS.
In the ’t Hooft limit, the gravitational side is classical. In this thesis, by N = 4 SYM
we will always take it to be in the holographic regime. The duality has been extended
to cover other situations [82, 83]. QCD has 𝑁 = 3, and is weakly coupled at high
energy, so if it has a dual it must be based on string theory rather than classical gravity.
However, one can construct duals that mimic at least some features of QCD [84],
which at least allows for qualitative insights into the behaviour of QCD at strong
coupling. For applications in heavy-ion collisions, see [85–87]. There are numerous
applications of holography outside of heavy-ion collisions, such as for condensed
matter systems [88].

Holographic techniques allows one to derive the hydrodynamic limit of strongly
coupled QFT, using the framework of fluid/gravity duality [89]. A famous result of
this framework is that for a large class of models the ratio of shear viscosity to entropy
density is 𝜂

𝑠
= 1

4𝜋 .
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3 Hydrodynamics and the gradient
expansion
This section describes the basics of hydrodynamics, with a focus on constitutive
relations and the gradient expansion. The universality of hydrodynamics comes from
symmetry. Symmetries give conservation laws which serve as the equations of motion.
In relativistic theories, the conservation of the energy-momentum tensor reads

∇𝜇𝑇
𝜇𝜈 = 0. (3.1)

There may be additional symmetries, with their associated conservation laws, but we
do not consider it here. In 3 + 1 dimensions, the number of independent components
of 𝑇 𝜇𝜈 is 10. With only four conservation laws, the system is under-determined. We
can either introduce additional equations of motion, or reduce the number of degrees
of freedom. In both of these strategies, the gradient expansion plays a central role.

First, we define a set of fundamental hydrodynamic fields, often taken to be the
temperature 𝑇 and the fluid velocity 𝑢𝜇 satisfying 𝑢𝜇𝑢𝜇 = −1. There is no unique way
to define these off equilibrium [23]. As in Sec. 2.2, we use the Landau frame where

𝑇 𝜇𝜈𝑢𝜈 = −𝜀𝑢𝜇, (3.2)

and the energy density 𝜀 is related to the temperature using the equation of state. We
then express 𝑇 𝜇𝜈 in terms of these fields and all possible terms constructed from their
gradients

𝑇 𝜇𝜈 =

∞∑︁
𝑘=0

𝑇
𝜇𝜈

(𝑘) , (3.3)

where 𝑇 𝜇𝜈

(𝑘) involves 𝑘 derivatives of the fundamental fields. The first term is the perfect
fluid contribution which in the Landau frame takes the form

𝑇
𝜇𝜈

(0) = 𝜀(𝑇)𝑢𝜇𝑢𝜈 + 𝑝(𝑇)Δ𝜇𝜈, (3.4)

where Δ𝜇𝜈 = 𝑔𝜇𝜈 + 𝑢𝜇𝜈 is the transverse projector to the fluid velocity. The first order
terms are

𝑇
𝜇𝜈

(1) = −𝜂𝜎𝜇𝜈 − 𝜁Δ𝜇𝜈∇𝜆𝑢
𝜆, (3.5)

where 𝜂 and 𝜁 are the shear and bulk1 viscosity transport coefficients. 𝜎𝜇𝜈 is the
transverse and traceless combination formed from ∇𝜇𝑢𝜈. Each order in the gradient
expansion introduces additional tensor structures, each with their own transport
coefficient. The number of terms grows very fast. In a conformal theory, at first order
there is 1, at second order there are 5 [90] and at third order there are 19 [91, 92]. Due
to the fast growth of the number of terms and of their complexity, characterizing the
large order behaviour of the gradient expansion in general is not an easy problem. By

1We consider mostly conformal theories, so the bulk viscosity will not be relevant.



Chapter 3. Hydrodynamics and the gradient expansion 8

imposing the symmetries of Bjorken flow, these calculations become feasible [61].
Another strategy is to calculate the resummed gradient expansion numerically [93–96].

The gradient expansion is not unique. It depends on the choice of hydrodynamic
frame, and the equations of motion can be used to convert between time and spatial
derivatives. One can use a truncated gradient expansion to construct models of
hydrodynamics, and the choices made influences the number of degrees of freedom
as well as properties like well-posedness, causality and stability [23, 24]. The early
first order theories [8, 9] suffer from acausality or instability [97, 98]. Better behaved
is the second order model of Müller-Israel-Stewart (MIS) [68, 69, 99–102] and
its modern completion Baier-Romatschke-Son-Starinets-Stephanov (BRSSS) [90].
Recently, there has been an effort to construct well-behaved first order theories
through different frame choices [23, 24, 103–108]. All well-behaved theories include
additional nonhydrodynamic modes, which act as a regulator enforcing causality at
large momentum [54].

The picture presented here is in the spirit of effective field theory, where the
most general construction consistent with the symmetries is derived [90]. On the
other hand, given a particular microscopic theory, one can consider its hydrodynamic
limit. The gradient expansion derived from a microscopic theory must match the
construction above, but such calculation fixes the transport coefficients. Kinetic theory
and AdS/CFT provide two complementary frameworks, covering weakly and strongly
coupled theories respectively. These theories have an infinite number of degrees of
freedom, most of which are irrelevant for the hydrodynamic limit.

3.1 When do constitutive relations emerge?
How does an infinite number of degrees of freedom reduce to only a few? When
constitutive relations do emerge and are characterized by the gradient expansion, what
determines the large order behaviour? Is the expansion convergent or divergent? To
explore these questions, we will start with linear response in Sec. 4 before we tackle
the nonlinear case.

Close to equilibrium, linear response theory gives insight into how this happens.
There, the dynamics of the system can be decomposed into long-lived hydrodynamic
modes, and short-lived nonhydrodynamic modes. After some time, only the hydrody-
namic modes are relevant, and these give constitutive relations that can be described
by the gradient expansion. While this may be a sufficient criterion, it is not obvious
how to generalize it to the full nonlinear response. However, studies of the gradient
expansion suggests that a similar story can be told there, see Sec. 6. But there can also
be other mechanisms at play, not relying on the distinction between hydrodynamic
and nonhydrodynamic modes. One mechanism, described in Sec. 7, is the Bjorken
flow attractor [14], which emerges due the the fast expansion at early times [109].

One of the key lessons is that the gradient-expanded constitutive relations are
usually divergent. This does not mean that the constitutive relations are useless,
as there are methods to meaningfully convert the series into definite and accurate
numbers, see Sec. 5. In addition, the precise way in which the series diverges is related
to nonhydrodynamic excitations. However, without supplying information about those
excitations, the constitutive relations always possess an (often small) ambiguity.
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4 Linear response and modes
It is instructive to consider linear response around a thermal state. The emergence of
constitutive relations can be understood through the decomposition of the response
into hydrodynamic and nonhydrodynamic modes. These modes are characterized in
momentum space by dispersion relations 𝜔(𝑘). Hydrodynamic modes are universal,
while the nonhydrodynamic modes differ between theories. Nevertheless, these modes
are connected by analytic continuation, which has consequences for the convergence
radius. Translating from momentum space to real space is nontrivial, and may convert
a convergent hydrodynamic dispersion relation to a divergent real space gradient
expansion.

The source for the energy-momentum tensor 𝑇 𝜇𝜈 is the metric 𝑔𝜇𝜈. Given a
perturbation in the metric, the response is

𝛿𝑇 𝜇𝜈 =

∫
𝑑𝜔𝑑3𝑘 𝑒−𝑖𝜔𝑡+

®𝑘 ·®𝑥𝐺𝜇𝜈

𝛼𝛽
(𝜔, ®𝑘)𝛿𝑔𝛼𝛽 (𝜔, ®𝑘), (4.1)

where 𝐺
𝜇𝜈

𝛼𝛽
is a retarded Green’s function. The index structure can be split into five

independent pieces [83], and we are interested in the sound and shear channel which
are described by two functions 𝐺 ‖ (𝜔, ®𝑘) and 𝐺⊥(𝜔, ®𝑘). These determine the modes
of the theory. We can take the integral over 𝜔 in Eq. 4.1 by sending the contour out to
infinity. Assuming that the arcs at infinity are negligible, the only contribution comes
from various singularities of the Green’s functions, such as poles, branch points or
even essential singularities. For a fixed ®𝑘 , such a contribution behaves as

𝛿𝑇 𝜇𝜈 (𝑡, ®𝑥) ∼ 𝑒−𝑖𝜔(𝑘)𝑡+𝑖®𝑘 ·®𝑥 , (4.2)

although branch points may introduce additional power laws. In some cases, we
characterize the singularities by a simple equation. For example, take the shear channel
and suppose that it can be written as

𝐺⊥
𝛼𝛽 (𝜔, ®𝑘) =

𝐷 (𝜔, ®𝑘)
𝑃(𝜔, ®𝑘)

, (4.3)

where 𝐷 (𝜔, ®𝑘) and 𝑃(𝜔, ®𝑘) are analytic.1 Then the non-analyticities of 𝐺⊥ are given
by 𝑃 = 0. Solutions to 𝑃 = 0 are classified as hydrodynamic or non-hydrodynamic.
Hydrodynamic modes are those modes where

lim
𝑘→0

𝜔(𝑘) = 0, (4.4)

1We should note that this assumption does not hold in all models. In RTA, the Green’s function
involves logarithms [110, 111], but a similar analysis applies in that case, see Article E.
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which implies that they correspond to conserved quantities. The rest are nonhydrody-
namic. Often2, such modes satisfy

=[𝜔(0)] ≠ 0, (4.5)

in which case they decay exponentially fast. They are not conserved. In this way,
linear response theory around equilibrium provides an explanation for how constitutive
relations emerge. When 𝑘 is small, the gradients are small and the hydrodynamic
modes are necessarily long-lived due to conservation laws. Nonhydrodynamic modes
have no such constraint and tend to decay fast. The system is well-described by purely
hydrodynamic contributions at late times.

If 𝑘 is small,we can do a perturbative expansion around 𝑘 = 0. This is the gradient
expansion in momentum space. The hydrodynamic modes are further constrained by
consistency with the gradient expansion in real space. Assuming a conformal theory,
the shear and sound channel modes satisfy

𝜔⊥( ®𝑘) = −𝑖3𝜂
4𝜖

®𝑘2 + . . . (4.6a)

𝜔‖ ( ®𝑘) = ± |®𝑘 |
√

3
+ . . . , (4.6b)

This structure is common to any theory with these symmetries. Different theories have
different values of the transport coefficients. The nonhydrodynamic modes have no
such structural constraint, and differ in both form and physical interpretation between
theories, see Fig 4.1.

4.1 Modes in different theories
Nonhydrodynamic modes have naturally not been in the spotlight of research into
hydrodynamics. Determining the structure of modes in different theories is something
that only recently has become a topic of interest. In holographic models, the
nonhydrodynamic modes come from poles in the Green function [112]. In the dual
gravity theory, these are known as quasinormal modes (QNMs), and they correspond
to the ringdown of black holes [113]. These poles are arranged in a characteristic
"Christmas tree" structure, see Fig. 4.1.

On the other hand, in RTA kinetic theory, nonhydrodynamic modes come from
logarithmic branch points [110, 111]. The branch cut can be interpreted as the effect
from propagation of individual microscopic particles. Branch points can also be found
in free Yang-Mills theory [114]. How the transition between the weakly and strongly
coupled cases may occur has been studied in [115].

The hydrodynamic models, such as MIS and BRSSS, also have a nonhydrodynamic
sector [90]. There are usually just a few of them, as these theories are only designed
to capture the hydrodynamic sector faithfully. However, it is possible to also arrange
the nonhydrodynamic sector in such a way as to mimic another microscopic theory.
BRSSS has similarities to kinetic theory when 𝑘 is small, as then the nonhydrodynamic

2But not always, see [111].
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Figure 4.1: The structure of hydrodynamic and nonhydrodynamic
modes in the sound channel in BRSSS [90], N = 4 SYM [112] and
RTA kinetic theory [11, 110]. The hydrodynamic sector is universal,
but the nonhydrodynamic sector is not. They play an important role in
the large order behaviour of the gradient expansion, both at the linear

and nonlinear level.

sector is purely decaying. There are also theories that aim to capture the oscillatory
structure of nonhydrodynamic modes at small 𝑘 in AdS/CFT [116, 117].

4.2 Analytic structure of modes
The different solutions 𝜔(𝑘) are not necessarily independent. The solutions to
𝑃(𝜔, 𝑘) = 0 may be different branches of a single function defined on the same
Riemann surface [118]. The simplest example comes from BRSSS, where the
solutions are [90]

𝜔⊥(𝑘) = 𝑖
−1 ±

√︁
1 − 4𝐷𝜏𝜋𝑘

2

2𝜏𝜋
. (4.7)

Two solutions differ only by the branch chosen for the square root. For a certain
momentum, they collide, and this collision sets the radius of convergence for 𝜔(𝑘).
The modes may be transformed into each other by following certain paths in 𝑘 .

How generic is this behaviour? To make general statements, one strategy is to
exploit properties of the equation

𝑃(𝜔, ®𝑘) = 0 (4.8)

directly to constrain the singularities of 𝜔(𝑘) [119, 120]. In Article E we showed how
to make this rigorous. The result is that singularities of 𝜔(𝑘) can only occur at points
where either 𝑃 is non-analytic or where it satisfies

𝜕𝜔𝑃(𝜔, 𝑘) = 0. (4.9)

Note that singularities may occur at these points, but they do not necessarily do so.
If 𝑃 is analytic, which is the case in BRSSS, we can say more about the nature

of these singularities. The singularities can only come from locations where 𝜕𝜔𝑃

vanishes. By the Weierstrass preparation theorem [121], the only possible singularities
are branch points. At such points, there is a mode collision. Around these singularities,
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𝜔 can be expanded in a Puiseux series - a series in fractional powers of 𝑘 with a
finite radius of convergence. This is the case in BRSSS, where 𝑃 is a simple analytic
function. This is also observed in holography [118–120, 122], but it is not known if 𝑃
is analytic.

In RTA, 𝑃 is not analytic everywhere, due to the logarithmic functions present in
the Green’s function [110]. This makes the structure of the singularities much more
involved. We showed in Article E that in RTA kinetic theory, there are logarithmic
singularities, as well as singularities that are accumulation points of poles. This has
not been observed in other models. None of these can be described by a local Puiseux
series, and it is not known what the radius of convergence is around such singularities.

To summarize, the radius of convergence of hydrodynamic modes has in all cases
considered (except for a perfect fluid) found to be finite, and set by collisions with
other modes. Assuming analyticity of 𝑃 around 𝜔 = 𝑘 = 0, it follows that the radius is
non-zero, although it could be infinite. In Article F, we argued based on causality that
the radius of convergence should be finite. The coefficients of the dispersion relation
will then grow geometrically with a rate set by some inverse momentum 𝑘−1

∗ . This has
nontrivial consequences for transport coefficients.

4.3 Back to coordinate space
To translate this story to coordinate space, one has to do the Fourier transform.
However, this is not so trivial. While the distinction between different modes is
well-defined when considering a single value of 𝑘 , they can be transformed into
each other by analytic continuation along a path in 𝑘 . In the Fourier transform, the
integral over 𝑘 can deformed along such paths, which makes the identification of
the hydrodynamic contribution subtle. We have employed two different strategies in
Articles F and D.

In Article F, we determine the values of the transport coefficients (in the purely
spatial gradient expansion) in terms of the hydrodynamic dispersion relation. The
geometric growth of the latter implies the same for the former. This is one half of the
information required to determine the convergence of the gradient expansion, with the
other half coming from the tensor structures constructed from repeated derivatives
acting on the hydrodynamic fields. This latter contribution is tightly linked to the
support of hydrodynamic fields in momentum space. In particular, if the support in
momentum space is only up to 𝑘max, the derivatives feature a geometric growth set
by that value. As a result, convergence of the gradient expansion is determined by
whether the ratio ���� 𝑘max

𝑘∗

���� (4.10)

is above or below one.
Saddle point integration is used in Article D. This requires introducing a perturba-

tive parameter 𝜖 (not to be confused with the energy density 𝜀). Inspired by results in
Bjorken flow, see Sec. 6, where nonhydrodynamic modes are nonperturbative, we seek
for a parameter that does the same here. The solution is to scale time and space as

𝑡 → 𝑡/𝜖 𝑧, 𝑥 → 𝑥/𝜖, (4.11)
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with the value of 𝑧 depending on the sound or shear channel. The saddles may be
localized anywhere in the complex ®𝑘 plane, and where they end up depends on initial
data. For slowly varying solutions, where hydrodynamics is expected to apply, it is
natural to expect saddles at ®𝑘 = 0. In that case, the saddle point expansion results in a
series of the form

𝛿𝑇 𝜇𝜈 ∼
∑︁
𝑛

𝑒𝑖𝜔𝑛 (0)/𝜖
∞∑︁
𝑘=0

𝜖 𝑘𝑐
𝜇𝜈

𝑛𝑘
. (4.12)

These are explicit expressions for the hydrodynamic and nonhydrodynamic con-
tributions. The expansions around each saddle point is generically an asymptotic
series [123, 124]. Their large order behaviour can be explicitly related to the presence
of other saddles that live on the same Riemann surface [125] which, as we have seen,
the different modes often do.

For data with infinite support in momentum space, this suggests that the hydrody-
namic contribution at large order behaves as

𝑇𝑛 ∼
Γ(𝑛 + 𝛽)
𝜒𝑛+𝛽 , (4.13)

where 𝜒 = |𝜔min(0) |, although if the saddle is located at some finite 𝑘 , 𝜒 may be
different. The arguments for this depend on techniques applicable only for linear
response but very similar conclusions have been observed for the full gradient expansion
in nonlinear theories, see Sec. 6.
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5 Dealing with asymptotic series
As we have seen, the gradient expansion does not necessarily converge. Divergent
series may satisfy a weaker property: that of being asymptotic. Asymptotic series
are series where, for a fixed finite truncation, it becomes increasingly accurate as the
perturbative parameter goes to zero. In this section, we cover how to turn asymptotic
series into numbers, how to mine them for nonperturbative information and how to
improve the accuracy. These methods are studied in the theory of resurgence, which
generalizes the connections between saddles in saddle point integration. Resurgent
methods operate directly on the series and can be applied beyond linear response, see
Sec. 6.

There are two main strategies for converting an asymptotic series into useful
numbers. The simplest is optimal truncation, where the series is truncated at an
optimal location, before the coefficients start to diverge. This can achieve exponential
accuracy [126], outperforming convergent series. The other strategy is to use a
resummation procedure. We use Borel summation here. This method gives rise to
ambiguities that can be interpreted as nonperturbative contributions. In particular, the
saddle point techniques can be mapped to Borel summation with a simple change of
variables [127], and the different saddles map to the ambiguities in Borel summation.

The nonperturbative contributions can be included on top of the perturbative series,
resulting in a transseries. If one has access to the nonperturbative information required
to resolve the ambiguities, the transseries can represent an exact solution.

5.1 Borel summation
Borel summation is based on the identity

𝑛! =
∫ ∞

0
𝑑𝜉 𝑒−𝜉𝜉𝑛, (5.1)

which is used to remove the factorial growth of a series. Given a formal sum1

A(𝑤) =
∞∑︁
𝑛=0

𝑎𝑛

𝑤𝑛
, (5.2)

we define the Borel sum as

A𝑐 (𝑤) = 𝑤

∫
𝑐

𝑑𝜉 𝑒−𝜉𝑤AB (𝜉) (5.3)

where

AB (𝜉) ≡
∞∑︁
𝑛=0

𝑎𝑛

𝑛!
𝜉𝑛, (5.4)

1We use notation that matches that used for the gradient expansion in Bjorken flow used in Articles
A and B, but the methods apply more generally.
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and 𝑐 denotes the contour that connects 𝜉 = 0 and 𝜉 = ∞. Any choice of contour is
fine, but since AB (𝑤) may have singularities, the answer will in general depend on
this choice. A pole or branch point at 𝜉∗ in the Borel plane gives rise to an exponential
term of the form

𝑒−𝜉∗𝑤𝑤𝛽, (5.5)

with 𝛽 depending on the order of the singularity. The ambiguities imply a limit for
the accuracy of the resummation, unless additional nonperturbative information is
provided to resolve them.

The location of singularities is set by the large order behaviour. In particular,
for a series where 𝑎𝑛 ∼ 𝑛!/𝜉𝑛∗ , the singularity is located at 𝜉∗. For series obtained
through saddle point techniques, the location of singularities is set by the other saddles.
This is an example of resurgence, where information about nonperturbative sectors is
reconstructed through the large order behaviour of the perturbative series.

In practice, it is rare to know the coefficients to all orders, in which case the analytic
structure of the Borel transform must be inferred. One way to do this is by Padé
approximants, which is an approximation by a rational function. A Padé approximant
of order [𝑚/𝑛] is a function

𝑅(𝜉) = 𝑃(𝜉)
𝑄(𝜉) , (5.6)

where 𝑄 and 𝑃 are polynomials of order 𝑚 and 𝑛. Their coefficients are uniquely
specified by matching the Taylor expansion of 𝑅(𝜉) to the first 𝑚 + 𝑛 coefficients of
AB (𝜉). The Padé approximant has poles at the roots of the denominator, which means
that unlike a truncated Taylor series, it has singularities. It can represent poles very
well, but branch cuts can also show up. In that case, the poles align themselves along
a curve starting at the branch point. The larger the order, the denser the poles. See
Fig. 6.1 for an example.

5.2 Transseries and resurgence
To improve on the perturbative series and resolve the ambiguity in the summation,
nonperturbative terms must be included. The nonperturbative terms may take the form
of exponentials, logarithms or iterated versions of those. Usually, only the exponential
terms arise and the result is a transseries of the form

A(𝑤) =
∑︁
𝑛=0

𝑎𝑛𝑤
−𝑛 + 𝜎𝑒−𝑆𝑤𝑤𝛽

∑︁
𝑛=0

𝑏𝑛𝑤
−𝑛 + . . . , (5.7)

where 𝑤 is large. As exemplified by saddle point techniques, or Borel summation,
there are relations between the large order behaviour of the coefficients in one sector
and the low order coefficients in other sectors. These relations are formalized and
studied in the theory of resurgence [128], which offers practical tools to analyze
asymptotic series.

1. The resurgent relations can be used to extract the nonperturbative sectors from
the perturbative series (and the other way around).

2. Transseries can be truncated to achieve great accuracy [129], often exceeding
that of convergent series.
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The transseries can represent an exact solution to a problem, while the perturbative
series is incomplete. The prize to pay is that the transseries requires nonperturbative
information to be specified. This is the prefactor 𝜎 in Eq. 5.7. Transseries occur
in many fields, as they arise naturally in differential equations [124]. They play an
important role in quantum mechanics, where the different sectors arise as different
saddle points in the path integral and are interpreted as instantons or tunneling
effects [130].

One important concept is that of Stokes lines. If the transseries depends on some
parameters, then as those parameters are varied, at certain points different sectors may
be turned on or off. This manifests itself in the Borel plane by singularities crossing
the resummation contour, and in the saddle point analysis as a change in which saddle
points are relevant. The prefactor 𝜎 in the series jumps.

5.3 Spacetime transseries
The studies in Bjorken and Gubser flow are greatly simplified since the equations
of motions are ordinary differential equations. Transseries for ordinary differential
equations (ODEs) is a well-studied topic [124]. Going beyond these simple flows,
the hydrodynamic equations become partial differential equations (PDEs), for which
transseries are less studied. In Article D, we investigated transseries in BRSSS, without
restriction to highly symmetric flows such as Bjorken or Gubser flow. In this case,
the transseries will depend on 𝑥 and 𝑡, so it is important to pay attention to Stokes
phenomena. For a PDE, there can be effects that turn on and off in different regions of
spacetime [127, 131, 132].

We considered linear perturbations away from equilibrium, which simplifies the
analysis considerably. Shear channel fluctuations in BRSSS can be described by the
telegraphers equation

𝜏𝜕2
𝑡 𝜌 + 𝜕𝑡𝜌 − 𝐷𝜕2

𝑥 𝜌 = 0. (5.8)

This is the simplest equation describing relativistic diffusion and occurs in many
contexts, as discussed in Article D.

To construct a transseries, we must define a perturbative parameter. Differently
from Bjorken flow, the size of gradients cannot be characterized by a single parameter.
The basic criterion we use to introduce a small parameter is the following: the
(non)hydrodynamic modes should be (non)perturbative. This corresponds to a large
time and large distance limit, although time and space may be scaled differently
depending on the behaviour of the modes. We find transseries solutions to the equation
of motion, rather than the gradient expanded constitutive relations themselves.

Due to linearity, solutions can be found through Fourier transforming. The real
space result is then expressed as an integral over momentum, which lends itself to a
saddle point analysis. Complementary to this, we also solve it using a direct ansatz in
position space. While the first method requires linearity, the second method can in
principle be extended to nonlinear theories.

As observed before in PDEs, we find Stokes lines at certain locations in space time.
The location depends on the initial data, which enables an equivalent interpretation
- there are Stokes lines in the space of initial data. This is different from Bjorken
flow, where there are no Stokes lines. The interpretation of the nonperturbative sector
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depends on initial data. If the saddle point analysis localizes at small 𝑘 , it is diffusive,
but if it localizes at large 𝑘 , it represents a propagating wave packet.
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6 Gradient expansion beyond linearity
We now go beyond linear response theory, and consider cases where the gradient
expansion has been determined at the nonlinear level. This is much more complicated,
so these studies are usually confined to specific, simple models. The number of tensor
structures and transport coefficients is much higher although it is explicitly known
only at few orders. Fourier transforming is not appropriate, so we cannot use it to
identify different modes, nor for saddle point integration. The main tool in this case is
resurgence, and in particular Borel. Many of the lessons from linear response continue
to hold. The gradient expansion tends to diverge and the way in which it does so is
again related to nonhydrodynamic modes. There are cases where it converges [133,
134], but these are probably exceptions to the rule.

In the context of heavy ion collisions1, the computation of the gradient expansion to
large orders was initiated in N = 4 SYM in Bjorken flow [61]. The gradient expansion
was found to diverge factorially as in Eq. 4.13. The geometric growth turned out to be
𝜒 = |3𝜔/2|, where 𝜔 is the frequency of the most long-lived nonhydrodynamic mode
at zero momentum. The factor of 3/2 can be understood as an effect of the evolving
background [138]. This suggests that in order to improve the gradient expansion,
one should construct a transseries where the nonperturbative sectors are related to
nonhydrodynamic modes.

The same conclusion was reached in BRSSS [14]. In Bjorken flow, the theory
has only more degree of freedom apart from the hydrodynamic one. This degree of
freedom can be represented by the nonperturbative sector in the transseries [139]. In
N = 4 SYM and other holographic models, there are an infinite number of degrees of
freedom, corresponding to the metric in the gravitational dual. Accordingly, there
are an infinite tower of nonhydrodynamic modes, which is also reflected in the Borel
plane [140]. Another case where such a counting has been verified is a second order
hydrodynamical model [141]. In RTA there are also an infinite number of degrees of
freedom, corresponding to states of the distribution function.

6.1 Subtleties in RTA
In Article A we probed the gradient expansion in conformal RTA, shown to be divergent
in a similar model in [142]. Two features could be seen in the Borel plane, see Fig 6.1,
one of which corresponds to the branch point in linear response, but the other one
had no clear interpretation. Two things were mysterious about this result - one would
have expected an infinite number of ambiguities, as in N = 4 SYM , and what is the
interpretation of additional singularity in the Borel plane? The latter feature could
ultimately be related to analytic continuation of the time variable along a path in the
complex plane. In addition, we found no trace of these singularities in solutions we

1There has been earlier work on the convergence properties of the Chapman-Enskog expansion in
nonrelativistic kinetic theory [135–137], but we focus here on the recent literature.
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Figure 6.1: The singularities of the Borel plane of the gradient
expansion in conformal RTA. The singularities of the Padé approximant
arrange to form branch cuts. The branch cut starting at 𝜉 = 3/2 can be
interpreted as coming from the nonhydrodynamic branch cut seen in
linear response in Fig. 4.1. This follows the pattern of other models
analyzed in a similar manner. However, the singularities which are not
located on Im 𝜉 = 0 are unphysical. This is an important cautionary
lesson when studying the large order gradient expansion. Figure

adapted from Article A.

calculated numerically. Thus, these ambiguities do not seem to represent any physical
nonhydrodynamic modes.

As for the number of ambiguities, in the follow-up Article B, we showed that the
physical ambiguity in the Borel plane is degenerate. There are in fact an infinite
number of singularities stacked on top of each other. They are distinguished by
subleading power law corrections. These two results present two cautionary lessons
when using Borel summation. Singularities in the Borel plane may be degenerate, and
they may be unphysical.

In Article B we also considered a more general RTA model by modifying the
relaxation time. This class of models is parametrized by the parameter Δ. We
considered Δ < 3, where the interactions are strong enough that the system thermalizes.
The conclusions are qualitatively the same for all these models, however, for Δ > 2,
the unphysical singularities actually give the dominant contribution to the large order
behaviour of the gradient expansion. Thus, while they may be unphysical, they leave
an unavoidable imprint on the gradient expansion.

The cases that we did not consider were later investigated by others. The case
Δ > 3 was used in [143] to construct models that mimic more closely the behaviour
of the expanding QGP, which at first seem to thermalize but eventually decouple.
The marginal case Δ = 3 was studied in [134], in which case the gradient expansion
actually converges.

The divergent gradient expansion has also been confirmed for other theories
and flows. For BRSSS in Gubser flow [65], anisotropic hydrodynamics [144],
Gauss-Bonnet holography [145], cosmological flows [146], hydrodynamics in general
frames [147]. Transseries in RTA in Bjorken flow has been studied in [148, 149].
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Transseries solutions have been studied in Gubser flow for different theories [150,
151].



21

7 The hydrodynamic attractor
The hydrodynamic attractor was suggested in [14] as a way to explain far from
equilibrium hydrodynamics. In BRSSS in Bjorken flow, when different solutions for
the pressure anisotropy A is plotted against 𝑤 = 𝜏𝑇 , they quickly collapse and become
indistinguishable, see Fig. 7.1. This fact by itself is not particularly surprising. From
linear response we expect that the nonhydrodynamic contribution decays exponentially
close to equilibrium. The two surprises are: 1. The collapse happens at large pressure
anisotropy. 2. The collapse can happen at large gradients/early time.

Many studies have reproduced this in other models in Bjorken and Gubser flow,
confirming that similar behavior can be seen in other phenomenological models [65,
133, 134, 141, 143, 147, 152–154], in kinetic theory [155–163] as well as in
holography [140, 145, 164, 165]. Phenomenological implications are explored in [166,
167].

There are several strategies to explain and describe the attractor. Various kinds of
attractors are known in the mathematical theory of dynamical systems, and the BRSSS
attractor is of a particular type called a pullback attractor [168]. Ideas from this field
are explored in [148–151]. In [161], a connection is made to adiabatic notions familiar
from quantum mechanics.

The expansion in Bjorken flow plays an important role, at least for BRSSS and
kinetic theory [109]. These theories feature an early time attractor, coming from the
expansion. This is in addition to the nonhydrodynamic collapse operational at late
times. No such distinction was found for N = 4 SYM .
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Figure 7.1: Numerical solutions (blue) of BRSSS in Bjorken flow
quickly converge to each other, implying a loss of information. In
addition, the solutions end up in a region that can be characterized by
the pullback attractor or slow roll approximation [14]. The mechanism
controlling the convergence is different at early (expansion) and late

times (interactions) [109].
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7.1 Information loss and slow roll
In BRSSS, the attractor A★ can be defined as the unique solution that is bounded
as 𝑤 → 0. Supposing that the limit 𝑤 → 0 was inaccessible to us, how could we
quantify and identify the attractor? In Fig 7.1, the point 𝑤 = 0 is in fact not included,
so everything one can conclude from it must be independent of that point. There are
two things happening that we want to quantify. The solutions are converging to each
other, and when they converge they end up in a certain region. The first is a kind of
information loss, where different solutions become indistinguishable, while the second
represents a universality. We use these concepts to characterize attractors in Article C.

These two phenomena are not the same. Consider an analogy to the expansion
of the universe. Following the trajectories of galaxies back in time, as the universe
contracts the trajectories converge. However, they do not converge to a particular
region in the universe, because there is no point that is singled out as the center. In
Fig 7.1, the solutions are also converging but here they do end up somewhere.

Plots like Fig 7.1 appeal to an intuitive sense of closeness. To quantify it, a natural
choice to compare two solutions at some 𝑤 is then to consider |A1(𝑤) − A2(𝑤) |.
Based on such a metric, one can diagnose the information loss as the solutions
converge.

As to where they end up, the slow roll approximation can explain it. The zeroth
order slow roll is defined as the union of points where A′(𝑤) = 0 [14]. This is not a
solution, but it approximates the attractor and it predicts the region that the solutions
end up in. Thus, the slow roll can be used as a proxy for universality. One way to
understand why slow roll is related to universality is the following heuristic argument.
Solutions spend more time in slow regions than in fast regions, so thus they are more
likely to be found in the former.

Neither slow roll nor information loss can be used to identify the pullback attractor,
or to otherwise define a unique solution to call the hydrodynamic attractor. However,
they characterize the properties that are usually associated with the hydrodynamic
attractor in Fig 7.1. Another advantage of this formulation is that it is easy to generalize
to more complicated flows.

7.2 Towards more complicated flows
One of the main challenges is to investigate attractors in cases with less symmetry,
breaking the conformal or boost invariance or including transverse dynamics. This
has been studied in [169–171], which indicated that the attractor persists at least for
moderate breakings. Slow roll for general flows in BRSSS has been studied in [172].

One difficulty with less restricted flows is how to choose which variables to study.
In [14], the attractor is detected by studying the pressure anisotropy as a function of 𝜏𝑇 .
It is not apparent by studying the temperature as a function of 𝜏. To make it apparent
without requiring a fine-tuning of the choice of variables, one needs to enlarge the
space of variables e.g. by using the full two dimensional phase space of (𝑇,𝑇 ′). The
loss of information from the attractor is then represented by the contraction of the
two-dimensional space into one dimension. Then information loss and universality
can be characterized as in the previous section.
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Figure 7.2: The same model as in Fig 7.1, but viewed from the full
phase space. The attractor shows up as a dimensional reduction from
two to one dimension. It can be quantified by imposing a metric and

using algorithms such as PCA. Figures from Article C.

This is the basis of Article C. We present a phase space perspective on the attractor,
where it shows up as a reduction of dimensionality. This generalizes the standard view,
which only considers 1 → 0 dimensional reduction. Higher dimensional spaces are
more difficult to study visually, so we provide quantitative methods to measure what is
usually left implicit in plots of the attractor. We use Principal Component Analysis
(PCA), the simplest machine learning algorithm, to estimate the dimensionality of
a set of solutions. PCA is able to characterize linear manifolds, and we find that it
works quite well for the theories we consider (BRSSS, HJSW, RTA).

The information loss that comes with the attractor can be viewed as an emergent
constitutive relation. It reduces the degrees of freedom, which suggests that the model
can be simplified. In cases where the attractor is not governed by near equilibrium
physics, such as at early times where the expansion dominates, these relations arise
from far from equilibrium effects. Another example of this behaviour is the phenomena
of prescaling seen in kinetic theory [173].
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8 Summary
The transition between microscopic theories and a hydrodynamic description has come
under increased scrutiny from heavy ion collisions, as described in Sec. 2. One of the
essential elements of hydrodynamics are the constitutive relations. These relations
can be described with the gradient expansion, Sec. 3, or by hydrodynamic attractors,
Sec. 7.

The convergence properties of the gradient expansion must be understood in order
to understand how well hydrodynamics approximates the underlying microscopic
theory. Sec. 4 describes what can be learned from linear response. Nonhydrodynamic
modes and the support of initial data in momentum space play a crucial role. If the
initial data has large gradients, the gradient expansion will diverge.

Sec. 5 describes how to handle divergent asymptotic series. The Borel transform
of the series contains information on nonperturbative corrections coming from
nonhydrodynamic modes. These corrections represent a limit for the accuracy of the
gradient expansion.

These methods have been applied to the full nonlinear gradient expansion where
the Fourier transform and saddle point techniques cannot be used, see Sec. 6. The
key simplification in this case comes from assuming highly symmetric flows such
as Bjorken flow. We focus on RTA kinetic theory, since this case presents some
cautionary lessons where Borel analysis can include unphysical singularities.

Finally, the hydrodynamic attractor represents constitutive relations far from
equilibrium. Sec. 7 describes our work on how to characterize and measure attractors.
We suggest a data driven approach, which can be used to search for attractors in less
symmetric flows.

8.1 Article summaries
In previous sections, we have presented necessary background material and put the
papers into context. Here we summarize the main contributions of the papers.

A Hydrodynamization in kinetic theory: Transient modes and the gradient
expansion The gradient expansion in Bjorken flow was known to diverge in some
strongly coupled theories as well as BRSSS. To understand how generic it is, it was
important to also cover the weakly coupled case. In conformal RTA kinetic theory, we
showed that it diverges, and that the divergence is controlled by the nonhydrodynamic
mode. However, differently from the cases analyzed before, there were also unphysical
singularities in the Borel plane which do not correspond to nonhydrodynamic modes.
This is important to keep in mind in a Borel analysis of the large order behaviour.

B How does relativistic kinetic theory remember about initial conditions?
One of the main puzzles remaining after Article A, was in what way the infinite
number of degrees of freedom of kinetic theory manifests itself in the Borel plane.
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We determined that the physical singularity in the Borel plane is degenerate. The
nonhydrodynamic contributions behave to leading order as

𝜎𝑖𝑒
−3/2𝑤𝑤𝛽𝑖 , (8.1)

where different modes are distinguished by having different power laws 𝛽𝑖. The number
of allowed 𝛽’s is infinite, which one would expect from a microscopic theory involving
infinite degrees of freedom. 𝜎𝑖 depends on initial data and is how nonhydrodynamic
information is encoded as the system expands and approaches equilibrium. We
considered a one parameter family of models, which all had qualitatively the same
features in the Borel plane.

C Hydrodynamic Attractors in Phase Space We introduced new methods to
enable the search for attractors in less restricted models and flows. We showed that by
taking a higher dimensional phase space perspective, one can avoid the necessity for a
fine-tuned choice of variables. The attractor is viewed as reduction in dimensionality,
and we used PCA to quantify this notion. We also generalize slow roll to this
perspective, arguing that it is a good proxy to characterize universality. We applied
these techniques to BRSSS, HJSW and RTA.

F The hydrodynamic gradient expansion in linear response theory Most studies
of the large order gradient expansion were done for simple models in Bjorken flow.
The mechanism behind divergence was not completely understood. Does the factorial
growth result from the growth of the number of transport coefficients, their value, or
the values of the tensor structures? In this paper, by considering linear response, we
disentangled these mechanisms and were able to make statements about more general
flows.

In linear response, neither the number of transport coefficients nor their value
feature a geometric growth. The factorial growth came in this case from the repeated
spatial derivatives, which in turn is related to the support of hydrodynamic fields in
momentum space.

In addition, dispersion relations in momentum space had come under increased
scrutiny, with observations and arguments implying they have a finite radius of
convergence. In this paper we showed how the convergence properties of the
dispersion relations are related to the convergence properties of the real space gradient
expansion.

D Transseries for causal diffusive systems Transseries solutions had been
constructed for 1-dimensional flows like Bjorken flow. How this could be generalized
to other flows was an open question. In this paper, we used linear response to study this.
We proposed introducing a perturbative parameter that separates the hydrodynamic and
nonhydrodynamic contributions into different transseries sectors. We apply this to the
telegraphers equation, which among other things describes shear channel fluctuations
in BRSSS. An interesting outcome was how the nonhydrodynamic sector depends on
initial conditions and regions in spacetime. In some cases they are diffusive and in
other they represent propagating effects.
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E Convergence of hydrodynamic modes: insights from kinetic theory and
holography In N = 4 SYM and BRSSS, the convergence radius of the dispersion
relations of hydrodynamic modes was set by mode collisions. To understand how
general this is, it was important to cover the weakly coupled case as well. RTA has
a more complicated structure of modes, see Fig. 4.1 so it differed in some ways as
compared to the other cases. There is a richer set of singularities as well as possible
mode collisions with what is most likely unphysical modes. Nevertheless, we show
that there is a general criteria for where the singularities are allowed to be, that applies
to all of these theories.

8.2 Open questions
The work in this thesis answers questions about the gradient expansion and hydrody-
namic attractors, but at the same time opens up new questions and directions. We
formulate some of these here.

In this work, we have considered the applicability of hydrodynamics from the
perspective of how well the gradient expansion encodes the dissipative effects of the
underlying microscopic theory. The answer to this is set by nonhydrodynamic modes.
Something that deserves further exploration is optimal truncation. Where should the
gradient expansion be truncated to achieve the greatest accuracy?

There are different choices one can make when constructing the gradient expansion,
by converting between spatial and time derivatives. In Article F, we studied two cases.
One with only spatial derivatives and one with only time derivatives. These have
slightly different convergence properties. The spatial expansion is governed by 𝜔(𝑘),
while the other expansion by 𝑘 (𝜔). Is there a deeper understanding that puts different
choices of the gradient expansion and different combinations of 𝜔 and 𝑘 on an equal
footing? Related to this, one can consider modes around a boosted equilibrium, which
also mixes 𝜔 and 𝑘 in a non-trivial way.

Several assumptions and choices in this thesis can be reconsidered. These include
choosing other hydrodynamic frame than the Landau frame, breaking conformality
or including the effects of fluctuations. The first two would certainly modify some
technical details of the calculations, but it’s hard to see why it would lead to any
qualitative change in the conclusions. However, the inclusion of fluctuations changes
the character of the gradient expansion considerably, allowing for new non-analytic
terms. How such terms affect the large order behaviour is unknown.

There are questions remaining about RTA. The Borel analysis gave rise to unphysical
singularities in Articles A and B. At the same time, the mode structure in the linearized
analysis in Article E features mysterious modes living on non-principal sheets of the
retarded Green’s functions. Whether there is a link between these, or what the latter
modes really mean is not known.

RTA is a toy model, with some serious deficiencies [174], but has been essential
for getting analytic control of the weakly coupled case. An important question is what
of the analysis in RTA applies to more realistic models in kinetic theory.

While in most cases the gradient expansion diverges, there are some exceptions.
The exceptions in the linear case are understood, see Article F, but how should the
nonlinear exceptions [133, 134] be understood?
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We explore the transition to hydrodynamics in a weakly coupled model of quark-gluon plasma given by
kinetic theory in the relaxation-time approximation with conformal symmetry. We demonstrate that the
gradient expansion in this model has a vanishing radius of convergence due to the presence of a transient
(nonhydrodynamic) mode, in a way similar to results obtained earlier in strongly coupled gauge theories.
This suggests that the mechanism by which hydrodynamic behavior emerges is the same, which we further
corroborate by a novel comparison between solutions of different weakly and strongly coupled models.
However, in contrast with other known cases, we find that not all the singularities of the analytic
continuation of the Borel transform of the gradient expansion correspond to transient excitations of the
microscopic system; some of them reflect analytic properties of the kinetic equation when the proper time is
continued to complex values.

DOI: 10.1103/PhysRevD.97.091503

I. INTRODUCTION AND SUMMARY

Heavy-ion collisions at the Relativistic Heavy Ion
Collider and LHC provide an outstanding opportunity to
test our understanding of QCD. Perhaps unsurprisingly, a
fully ab initio theoretical description has turned out to be
very challenging. This has led to the exploration of models
of increasing complexity and often nonoverlapping
domains of validity—see, e.g., Refs. [1,2] for a review
of such models in the context of the hydrodynamic
description in ultrarelativistic heavy-ion collisions.
In this paper, we focus on the poorly understood transient

far-from-equilibrium regime, which precedes viscous hydro-
dynamic evolution of quark-gluon plasma (QGP). There are
two approaches to the study of the transition to hydro-
dynamics (hydrodynamization) in non-Abelian gauge theo-
ries like QCD: a weakly coupled description based on
effective kinetic theory (EKT) [3] (see also Refs. [4–9])
and a strongly coupled plasma paradigm based on

holography [10] (see Refs. [11–14] for sample results).
They involve very different physical pictures andmathemati-
cal frameworks; the first relies on the Boltzmann equation,
while the second makes use of higher-dimensional Einstein
equations. Since under experimental conditions the QCD
coupling is neither parametrically small nor large, it is crucial
to understand which implications of these approaches can be
viewed as universal.
Our aim is to shed light on equilibration in weakly coupled

systems by examining large-order behavior of the hydro-
dynamic gradient expansion [15] in the framework of the
kinetic theory model given by the Boltzmann equation in the
relaxation-time approximation (RTA) [16]. We also assume
conformal symmetry, as its breaking at strong coupling does
not significantly alter equilibration processes [17,18],
whereas at weak coupling at vanishing quark masses, it is
a next-to-leading-order effect (see, e.g., Ref. [5]). The key
result of this paper is demonstrating the vanishing radius of
convergence of the gradient expansion in this kinetic theory
model (see also Ref. [19] which studied in this context the
RTA kinetic theory with constant relaxation time) and under-
standing some puzzling features revealed by these studies.
The reason for the divergence turns out to be the sameas in the
case of holographic plasma: the presence of fast-decaying
(nonhydrodynamic) modes [20–23] of which the relaxation
controls the emergence of hydrodynamic behavior (and, in
particular, its applicability to the physics of heavy-ion
collisions [24–26]). This is connected with the existence of
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attractors that govern the evolution far from equilibrium
[21,27–35]. In this context, see also Refs. [36,37] for studies
of possible manifestations of analogous fast-decaying modes
in trappedFermi gases close tounitarity aswell asRef. [38], in
which various features of transient modes are analyzed as a
function of the microscopic interaction strength in a holo-
graphic toy model.
Quite remarkably, our analysis of the Borel transform of

the gradient expansion in the RTA kinetic theory reveals not
only the expected purely decaying mode [22] but also
singularities that could naively be interpreted as transient
contributions to the energy-momentum tensor exhibiting
damped oscillatory behavior, similar to the findings of
Ref. [39]. This would, however, be surprising, since the
mechanism described there does not apply to the RTA
theory [40]. In fact, we demonstrate below that these
singularities are instead a manifestation of analytic proper-
ties of the evolution equations in complexified time. This
feature is related to what has been observed in other
contexts where large-order behavior of perturbative series
expansions is used to draw conclusions about nonpertur-
bative effects (see, e.g., Refs. [41–44]).
Our conclusions concerning hydrodynamization provide

strong motivation for comparing numerical solutions of the
RTA evolution equations with the EKT results at inter-
mediate coupling reported in Refs. [8,9] and with the AdS/
CFT-based simulations of Ref. [45]. We uncover semi-
quantitative agreement, and as a byproduct of this analysis,
we present a new and effective way of visualizing (see
Fig. 2) the correlation between the hydrodynamization time
and the value of the η=s ratio noted in Ref. [46].

II. KINETIC THEORY

We address the issues discussed above in the context of
Bjorken flow [47], which is conveniently formulated in
(proper-time) rapidity coordinates τ–y. They are related to
Minkowski lab-frame coordinates t–z by t ¼ τ cosh y and
z ¼ τ sinh y, where z is the collision axis. Assuming
translation symmetry in the transverse plane xT , the on-
shell distribution function f depends only on the proper
time τ, the modulus of the transverse momentum p≡ jpT j
and the boost-invariant variable u ¼ τ2py.
In the RTA, the collision kernel appearing in the

Boltzmann equation is linearized around the equilibrium
distribution, which for simplicity we take to be Boltzmann,

f0ðτ; u; pÞ ¼
1

ð2πÞ3 exp
�
−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ p2τ2

p
τTðτÞ

�
: ð1Þ

The RTA Boltzmann equation takes the form

∂fðτ; u; pÞ
∂τ ¼ 1

τrel
ff0ðτ; u; pÞ − fðτ; u; pÞg: ð2Þ

To ensure conformal symmetry, we assume that the
relaxation time is of the form

τrel ¼
γ

TðτÞ ; ð3Þ

where γ is dimensionless and is the only parameter of this
model. The dependence of temperature on the proper time
is determined dynamically by imposing the Landau match-
ing condition [48,49]

EðτÞ ¼ 3

π2
T4ðτÞ; ð4Þ

where

EðτÞ ¼ 2

Z
d4pδðp2Þθðp0Þ u

2 þ p2τ2

τ2
fðτ; u; pÞ ð5Þ

is the energy density (per particle species).

III. HYDRODYNAMIC GRADIENT EXPANSION

In a conformal theory, the eigenvalues of the expectation
value of the energy-momentum tensor in a boost-invariant
state are functions of the proper time τ alone. They are
given by the energy density E and the longitudinal and
transverse pressures PL and PT :

PL ¼ −E − τ _E; PT ¼ E þ 1

2
τ _E: ð6Þ

Away from equilibrium, PL and PT differ from the
equilibrium pressure at the same energy density P ≡ E=3.
It is convenient to study the approach to equilibrium by
examining the behavior of the pressure anisotropy

A≡ PT − PL

P
ð7Þ

as a function of the dimensionless variable w≡ Tτ. The
gradient expansion of A takes the form

AðwÞ ¼
X∞
n¼1

anw−n: ð8Þ

This follows directly from Eq. (6) and (7) if we use the fact
that in conformal theories near equilibrium E ∼ T4 and for
boost-invariant flow T ∼ τ−1=3 þOðτ−1Þ [47] (up to expo-
nentially suppressed corrections).
To determine the coefficients an, we look for a solution

of the Boltzmann equation (2) in the form

fðτ; u; pÞ ¼ f0ðτ; u; pÞ
�
1þ

X∞
n¼1

w−nhn

�
u
w
;
p
T

��
: ð9Þ

Inserting Eq. (9) into the Boltzmann equation (2), one can
algebraically determine the functions hn in terms of the
unknown coefficients an. A key step in doing this is to
eliminate proper-time derivatives of temperature in favor of
A and then using Eq. (8).
The Landau matching condition Eq. (4) implies that at

each order n > 0
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Z
d4pδðp2Þθðp0Þ v

2

τ2
f0ðτ; u; pÞhn

�
u
w
;
p
T

�
¼ 0: ð10Þ

This condition amounts to a linear, algebraic equation that
determines the expansion coefficient an−1.
Proceeding this way, we have calculated the expansion

coefficients analytically up to order 426 (we include the
result of this calculation in the Supplemental Material [50]).
As a cross-check, we have also calculated the first ten terms
using two independent, albeit slower, methods from
Refs. [48,49,51], noting perfect agreement.
The leading expansion coefficients read

a1 ¼ 8=5γ; a2 ¼ 32=105γ2; a3 ¼ −416=525γ3:

ð11Þ
They can be used to match the transport coefficients of
Baier-Romatschke-Son-Starinets-Stephanov hydrodynam-
ics [20] to the RTA model. In particular, one finds

η=s ¼ γ=5: ð12Þ
At large orders, the expansion coefficients in Eq. (8)

exhibit factorial growth. This demonstrates the vanishing
radius of convergence of the hydrodynamic series, which
parallels similar findings obtained numerically in N ¼ 4
super symmetric Yang-Mills theory using holography
[15,52] as well as in hydrodynamics [21,53,54]. This is
to be expected on general grounds, since the RTA theory
contains, apart from hydrodynamic excitations, also a short-
lived mode [22] of which the physics is not captured by the
truncated gradient expansion, as shown in Refs. [15,21].

IV. BOREL TRANSFORM
AND SHORT-LIVED MODES

In this section, we explore the Borel transform technique
as a way to map out the excitations of expanding QGP.
The Borel transform removes the leading-order factorial

growth of the coefficients,

ABðξÞ ¼
X∞
n¼1

an
n!

ξn: ð13Þ

The inverse transform is given by the Borel summation
formula

AresummedðwÞ ¼
1

w

Z
∞

0

dξe−ξ=wABðξÞ ð14Þ

and is not uniquely defined since the analytic continuation of
ABðξÞ necessarily contains singularities that are responsible
for the vanishing radius of convergence of the original series.
We analytically continue the series fromEq. (13) truncated at
426 terms by means of Padé approximants. Figure 1 shows
the poles of the Padé approximant, which condense in a way
known to signify a branch-point singularity [55].
In Ref. [21] (see also Refs. [15,52–54,56]), the ambi-

guity in the Borel summation associated with singularities

of the analytic continuation of the Borel transform has been
argued to disappear once the gradient expansion is sup-
plemented with exponentially decaying terms,

δA ∼ e−ξ0w; ð15Þ
where ξ0 denotes the beginning of a cut in the complex
Borel plane. In the case under consideration, the cut closest
to the origin starts, up to five decimal places, at

ξ0 ¼ 1.5000=γ: ð16Þ
The constants ξ0 appearing in Eq. (15) can in general be

complex (they then come in conjugate pairs), and in the
examples analyzed so far in the literature, they appear in
positive integer multiples. Each such term comes with an
infinite gradient expansion of its own, and the term with the
lowest ξ0 in a given family comes with an independent
complex integration constant. In all known cases [15,21,
52–54] (see Ref. [1] for a review), those least-dampedmodes
within a given family coincide with singularities of retarded
equilibrium two-point functions of the energy-momentum
tensor at vanishing momentum.
In the context of the RTA kinetic theory, the studies

of Ref. [22] reveal the presence of a zero-momentum
fast-evolving mode in the isotropization of the energy-
momentum tensor to its equilibrium form:

δhTμνi ∼ e−ω0Tt; ω0 ¼ 1=γ: ð17Þ

FIG. 1. Poles of the Padé approximant to the Borel transform of
the gradient expansion. We have checked that the structure of
singularities remains stable as the number of terms kept in the
series is varied. We have also checked that the residues of the
pictured poles lie well above what was set as the numerical
accuracy, i.e., that they are not numerical artifacts. The depicted
singularities are discretizations of branch cuts with branch points
at values of ξ given in Eqs. (16) and (20) as well as at ξ0 þ ξ� and
2ξ� (see also Ref. [34] for a related statement based on a smaller
data set from the previous version of the present manuscript).
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The nontrivial background flow is known to modify the
above equation to the form [15,57,58]

δhTμνi ∼ e−ω0

R
TðxÞuμdxμ ; ð18Þ

which for the case of Bjorken flow, neglecting subleading
terms at large values of w, reduces to

δA ∼ e−
3
2
ω0w: ð19Þ

This, together with Eq. (17), reproduces Eq. (16). Let us
also note here that the analysis in Ref. [59] reveals that the
cut along the real axis seen in Fig. 1 must be, in fact, an
infinite collection of independent cuts. They all start at the
same branch point, i.e., ξ ¼ ξ0, but are characterized by
different discontinuities and are interpreted as an infinite set
of modes carrying information about the initial distribution
function to late times w.
Importantly, Fig. 1 contains also a pair of singularities

characterized by

ξ� ≈ ð2.25016� 1.29898iÞ=γ: ð20Þ

If onewere to apply straightforwardly the lessons from earlier
studies of other models of expanding plasmas, these complex
values of ξ0 would be interpreted as oscillatory-type transient
contributions to the pressure anisotropy. As shown in the next
section, in which we argue that these are unphysical, this
natural-looking conclusion is premature. This is an important
point, since such singularities appear also in other kinetic
theory models, such as those with τrel ∼ T−Δ, for 0 < Δ < 3.
Notably, forΔ > 2, the unphysical modes are actually closest
to the origin, so naively they would correspond to the
dominant nonhydrodynamic corrections [59].

V. ANALYTIC PROPERTIES OF
RTA KINETIC THEORY

To explain the singularities of the Borel transform at ξ�,
see Eq. (20) and Fig. 1, we use the integral equation [49],
which follows from the Boltzmann equation [48] and
directly determines the local energy density EðτÞ:

gðτÞ ¼ E0ðτÞ þ
1

2

Z
τ

τ0

dτ0

τrelðτ0Þ
H

�
τ0

τ

�
gðτ0Þ: ð21Þ

In the expression above, E0ðτÞ carries information about
initial conditions but will not be relevant in the following
analysis. The object of interest is the energy density EðτÞ,
which appears in

gðτÞ ¼ EðτÞe
R

τ

τ0

dτ0
τrelðτ0Þ ð22Þ

as well as in τrelðτÞ through Eqs. (3) and (4). The function
HðqÞ originates from the second moment of the equilib-
rium distribution function, Eq. (1), and reads

HðqÞ ¼ q2 þ
arctan

ffiffiffiffiffiffiffiffiffiffiffiffi
1
q2 − 1

q
ffiffiffiffiffiffiffiffiffiffiffiffi
1
q2 − 1

q : ð23Þ

What will be crucial in the following is the analytic
structure of H. Since the natural variable in our consid-
erations is w and at late times w ∼ τ2=3, we shall write the
argument of H as q ¼ ðw0=wÞ3=2 ≡ ζ3=2.
Among the singularities of Hðζ3=2Þ, the one of interest is

the branch point stemming from the square root in the
denominator. It appears as a singularity when the arctan
function in the numerator is taken in a nonprincipal branch.
As a result, one finds

Hðζ3=2Þ ∼ ð1 − ζ3Þ−1=2; ð24Þ
which has branch points at third roots of unity. We will be
interested in the ones located at

ζ� ¼ e�i2
3
π: ð25Þ

The key observation is that the presence of singularities in
the complex ζ plane leads to inequivalent choices of
integration contours in Eq. (21), the only physical choice
being homologous to the integration along the real axis. If
one uses the late-time solution for gðτðwÞÞ obtained from
Eq. (11) under the integral in Eq. (21) and considers two
inequivalent contours around ζ− (or, similarly, ζþ), denoted
C1 and C2, one finds

δgðwÞ ∼
�Z

C1

dζ −
Z
C2

dζ

�
e
3w
2γζHðζ3=2Þ × � � � ; ð26Þ

where the ellipsis denotes terms subleading at large w.
Similarly to the analysis around Eq. (14), the branch cuts
lead to contributions to δg of the form

δg ∼ e−
3ζ�
2γ w; ð27Þ

where we truncated subleading terms at large values of w.
Finally, note that δg and δE are related through Eq. (22)

with, at late times/large values of w, e
R

τ

τ0

dτ0
τrelðτ0Þ ∼ e

3
2γw, which

ultimately gives

δE� ∼ e−
3
2γðζ�−1Þw: ð28Þ

Comparing the exponent in the equation above with
Eq. (20), one observes a remarkable agreement up to four
decimal places. As a further way of corroborating this
result, one can use the techniques utilized earlier in this
context in Refs. [15,21] to match the square root character
of the branch cut in Eq. (24) with the leading power-law
correction in w to contributions from the ξ� singularities in
the Borel plane, with very good agreement.
All this taken together gives us confidence that the

correct interpretation of the singularities given in Eq. (20)
is that they correspond not to physical excitations but
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rather to analytic properties of kinetic theory for com-
plexified values of the w variable. The physical integra-
tion contour in Eq. (21) along real values of τ0 does not
pick up these contributions (and, no wonder, they are not
seen in solutions of the initial value problem discussed in
Ref. [59]). The gradient expansion itself does not
preclude unphysical choices of contour, and this is
reflected in its large-order behavior. Similar phenomena
can be seen in the integral equation considered in
Ref. [60] or in the ghost-instanton story of Ref. [43].
Their origin goes back to the fundamental point of
resurgence: all nonperturbative information is encoded
in the large-order behavior of the perturbative sector.

VI. HYDRODYNAMIZATION COMPARED

In previous sections, we have demonstrated that hydro-
dynamization in the RTA takes place through the decay of
transient nonhydrodynamical modes in complete analogy
to the situation at strong coupling. On the other hand, the
RTA shares structural similarities with EKT—while the
collision kernels of the QCD effective kinetic theory have
much richer structure than the RTA, many qualitative
features at the level of kinetic theory coincide. In this
section, we further strengthen the connection between RTA
and EKT by noting that the similarity between these two
theories goes beyond abstract structural similarity and that
they agree semiquantitatively when the values of η=s are
matched between the two theories.
To demonstrate the extent of quantitative agreement

between different models, inspired by Ref. [46], we
introduce a new, rescaled variable w̃≡ w

4πη=s. This is useful
for such comparisons, since the late-time behavior of the
pressure anisotropy A is given by

AHðw̃Þ ¼
2

πw̃
þO

�
1

w̃2

�
:

The leading behavior is completely universal and does not
depend on the value of η=s. Deviations from the asymptotic
form characterize contributions arising beyond first-order
hydrodynamics, and, indeed, we say that the system has
reached the hydrodynamic regime when for a given state
the relative difference between A and AH remains smaller
than some threshold value. Figure 2 shows a comparison of
the time evolution of the system evolved in the EKT from
Ref. [9], RTA using the methodology of Refs. [48,49], and
numerical AdS/CFT calculation of Refs. [13,45,61]. For
the EKTand RTA simulations, we took the initial condition
used in Ref. [9], whereas for the AdS/CFT simulation, we
took typical initial conditions from Ref. [45]. We evolved
the systems using EKT with λ ¼ 10 corresponding to
η=s ≈ 0.642, holography with η=s ¼ 1=4π, and RTA with
γ fixed to reproduce the value of η=s of either model. Note
that every kinetic theory curve in Fig. 2 corresponds to a
different initial distribution function. In all these models,

the evolution is similar but distinct. Remarkably, in each
case—despite vastly differing microphysics—the evolution
converges to first-order viscous hydrodynamics roughly at
the same value of w̃ variable, i.e.w̃ ≈ 1. It is striking that in
all these cases the pressure anisotropy at the time of
hydrodynamization is as high as A ≈ 0.6–0.8.
The structural and quantitative similarities of EKT and

RTA suggest that the gradient expansion in EKT also
exhibits a zero radius of convergence and that the weak
coupling hydrodynamization is driven by the same quali-
tative process. This is connected with the notion of
attractors that have been explored in both RTA and
holography [28,29]. To what extent these insights translate
to EKT is an important problem.
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FIG. 2. The dashed magenta curve represents first-order hydro-
dynamics, the blue line is the holographic result, and the red
dashed-dotted line is fromEKT. The green dotted curve stands for a
solution ofRTA starting from initial distribution similar to EKTand
with the same shear viscosity, η=s ¼ 0.624. Despite differences in
microscopic dynamics, one sees significant qualitative and some
quantitative similarities between different theories.
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Understanding hydrodynamization in microscopic models of heavy-ion collisions has been an important
topic in current research. Many lessons obtained within the strongly coupled (holographic) models
originate from the properties of transient excitations of equilibrium encapsulated by short-lived
quasinormal modes of black holes. This paper aims to develop similar intuition for expanding plasma
systems described by a simple model from the weakly coupled domain: the Boltzmann equation in the
relaxation time approximation. We show that in this kinetic theory setup there are infinitely many transient
modes carrying information about the initial distribution function. They all have the same exponential
damping set by the relaxation time but are distinguished by different power-law suppressions and different
frequencies of oscillations, logarithmic in proper time. Finally, we also analyze the resurgent interplay
between the hydrodynamics and transients in this setup.
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I. INTRODUCTION

The success of hydrodynamics as a part of the
phenomenological description of data obtained in ultra-
relativistic heavy-ion collision experiments at RHIC
and LHC has triggered significant theoretical interest in
understanding the transition to the hydrodynamic regime—
hydrodynamization—from a microscopic standpoint [1–3].
There are two kinds of setups in which this outstanding
problemhas been addressed to date: strongly coupledmodels
based on holography (also known as the AdS=CFT corre-
spondence or gauge-gravity duality) [4–6] and weakly
coupled setups based on kinetic theory (the Boltzmann
equation); see, e.g., Refs. [7,8] for a review of some of
these developments. The aim of the present paper is to
apply intuitions developed using holographic methods to
expanding plasma setups describedwithin kinetic theory and
in this way compare the two microscopic mechanisms for
hydrodynamization.
We will be studying longitudinally expanding plasma

systems in 1þ 3 dimensions with the assumption of boost
invariance along the expansion axis z (see Ref. [9]) and a
conformal equation of state relating the matter energy
density E and its equilibrium pressure P as E ¼ 3P.
Assuming local thermalization at late proper time τ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 − z2

p
, the energy-momentum tensor of matter is fully

characterized by one dimensionful number Λ that sets the
prefactor in the asymptotic scaling of the energy densitywith
proper time [10]

Ejτ→∞ ¼ Λ4

ðΛτÞ4=3 : ð1Þ

As reviewed in Sec. III, power-law corrections to the above
equation are interpreted as a hydrodynamic gradient expan-
sion and, at least superficially, do not require new informa-
tion about initial conditions. This raises the puzzle
encapsulated by the title of our paper. The microscopic
dynamics in the setup of interest is captured by the
distribution function fðx; pÞ, which is a non-negative
function of spacetime position xμ (in the present setup only
τ will matter) and the on-shell particle 4-momentum pμ (we
are assuming here for simplicity massless microscopic
constituents). The energy-momentum tensor of the under-
lying matter is given by the second moment of the distri-
bution function

Tμν ¼
Z

dPpμpνfðx; pÞ; ð2Þ

where dP stands for the phase space measure defined in
Eq. (16). The local energy density EðτÞ in Eq. (1) is simply
equal to −Tτ

τ. The distribution function itself solves a first-
order partial differential equation (the Boltzmann equation)
of the form

pμ∂μfðx; pÞ ¼ C½f�; ð3Þ

where the collisional kernel C depends only on the distri-
bution function f at a given spacetime point xμ. As a result,
in order to solve the initial value problem one needs to know
the distribution on some timelike hypersurface (here taken to
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be a hypersurface of constant τ) as a function of 4-
momentumpμ. Such an initial condition contains an infinite
amount of data (dimensionful parameters), which is in stark
contrast with the late-time behavior captured by Eq. (1).
Even with the simplifying assumption of rotational invari-
ance in the transversal plane, the initial distribution function
is an arbitrary non-negative function of two variables. To
rephrase our title: what kind of corrections to Eq. (1) carry
the vast majority of information about initial conditions set
by the initial distribution function?
As already anticipated, we will be interested in answer-

ing this question using intuitions developed in the holo-
graphic studies of heavy-ion collisions. In fact, holography
shares one key feature with the present setup: the micro-
scopic description is naturally formulated using variables
that live in a greater number of dimensions than the
observables (there: correlation functions of operators; here:
moments of the distribution function). In holography, if one
neglects nonlinear effects, one finds that Eq. (1) is
supplemented by a discrete set of infinitely many correc-
tions of the form

δEjjτ→∞ ¼ bjταje−γjðΛτÞ
2=3

cos ðωjðΛτÞ2=3 þ ϕjÞ; ð4Þ

which encapsulate transient excitations undergoing expo-
nential decay with oscillations [11,12]. Then, at least
superficially, an infinite set of amplitudes bj and phases
ϕj offers a possibility of encoding information about initial
conditions set in the higher-dimensional gravitational
description. Furthermore, the decay rates γj and oscillation
frequencies ωj are related to positions of single-pole
singularities in complexified frequency and at zero momen-
tum in the Fourier-transformed retarded two-point function
of the energy-momentum tensor in global thermal equilib-
rium [11]. That these singularities are single poles has been
understood as the hallmark feature of strongly coupled
setups; see, e.g., Ref. [13]. On the gravity side, these
singularities are the aforementioned transient quasinormal
modes of dual black holes [14].
Preliminary results from Ref. [15] (see also the recent

Ref. [16]) confirm general expectations that the relevant
singularities of the energy-momentum tensor in kinetic
theory are of branch-cut type, whereas Eq. (4) holds for
simple poles. Our paper, therefore, is all about under-
standing how Eq. (4) gets modified in the simplest kinetic
theory model, considered e.g., in Ref. [15]. The only
“microscopic” parameter in the collisional kernel—the
relaxation time—is considered to exhibit a general
power-law dependence on temperature (but not on the
quasiparticles’ momenta, as in Ref. [16]); see Eq. (9).
Therefore, our study includes some of the results of
Refs. [17–20] as special cases.
We believe the issue we are raising and the setup we are

using to address it are interesting for a number of reasons.
First and foremost, on the motivational front, if one were to

search for transient phenomena in heavy-ion collisions or
other setups, one would naturally search for excitations of a
type given by Eq. (4) rather than perturbations of global
equilibrium. Furthermore, the interplay between hydrody-
namics and transients has become a topic of significant
interest in the past decade. This includes formulating
effective theories of hydrodynamics with a view towards
a better phenomenological description of experimental data
[12,21–26], applications of resurgence techniques to non-
equilibrium setups inwhich transient modes act as analogues
of nonperturbative effects and hydrodynamics represents an
asymptotic perturbative expansion [17,18,27–31], as well
as viewing hydrodynamics beyond the gradient expansion as
a set of special attractor solutions [8,20,28,31–35]. Our work
is also motivated by ongoing efforts to bridge weak- and
strong-coupling approaches using holography with higher-
derivative corrections [36–40] and extrapolating kinetic
theory predictions from weak to realistic/larger couplings
[18,41]. Last but not least, our studies are also relevant for
attempts to use kinetic theory to map early-time dynamics in
heavy-ion collisions to hydrodynamics [42]. The interested
reader is invited to consult recent review articles [7,43,44] for
an extended discussion of some of these developments.

II. KINETIC THEORY MODELS OF INTEREST

Following earlier studies in Refs. [15,17–20,34,45,46]
we consider expanding plasma systems governed by kinetic
theory with the collisional kernel C½f� in the so-called
relaxation time approximation (RTA). In our presentation
we will follow the conventions of Ref. [46].
The RTA ansatz was introduced originally in

Refs. [47,48] and constitutes perhaps the simplest kinetic
theory model with hydrodynamic behavior. Within this
ansatz, the collisional kernel is linear in the distribution
function and vanishes when the latter takes the equilibrium
form f0ðx; pÞ:

C½f� ¼ p ·UðxÞ fðx; pÞ − f0ðx; pÞ
τrel

: ð5Þ

This theory contains one adjustable “microscopic”
variable—the relaxation time τrel—and requires specifying
the relevant equilibrium distribution function f0ðx; pÞ. We
take the latter to be of the Boltzmann form, i.e.,

f0ðx; pÞ ¼
1

ð2πÞ3 exp
�
−
p · UðxÞ
TðxÞ

�
: ð6Þ

Generalizations to Dirac-Fermi and Bose-Einstein distri-
butions are straightforward. In Eq. (6), and also in Eq. (5),
TðxÞ is the effective temperature, i.e., the temperature of the
equilibrium state with the same local energy density E.
In the present case they are related by
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E ¼ 3

π2
T4: ð7Þ

Furthermore, the unit timelike four-vector UðxÞ is the
flow velocity defined by the Landau frame (Landau
matching) condition for the energy-momentum tensor
given by Eq. (2):

Tμ
νUν ¼ −EUμ: ð8Þ

The last part in specifying the model is defining the
relaxation time. We will specialize to models with the
relaxation time τrel exhibiting power-law dependence on
the effective temperature

τrel ¼ γTðτÞ−Δ; ð9Þ

where the overall constant γ, dimensionful for Δ ≠ 1, will
be set to unity and can always be restored based on
dimensional analysis/physical grounds. Two values of Δ
stand out: Δ ¼ 0 for which the relaxation time is constant
and the theory significantly simplifies and Δ ¼ 1 for which
the theory is conformally invariant. Gradient expansions (at
large orders) in such RTA models were considered earlier,
respectively, in Refs. [17,18].
Let us now specialize to the boost-invariant case [9]. This

flow is easiest to study by using the proper time (τ) and
spacetime rapidity (y) as coordinates, defined by

t ¼ τ cosh y and z ¼ τ sinh y: ð10Þ

Under longitudinal boosts, τ stays invariant and y gets
shifted by a constant. In proper time–rapidity coordinates,
components of tensors (e.g., pμ, Uμ or Tμν) are boost
invariant as long as they do not depend on y.
The kinematics of this simple flow dictates that

U ¼ ∂τ ð11Þ

and that T be a function of τ only. The symmetries of the
problem lead to an energy-momentum tensor Tμν with three
different components, Tτ

τ, Ty
y and T1

1 ¼ T2
2 defining

(minus) the local energy density EðτÞ, longitudinal pressure
PLðτÞ and transversal pressure PTðτÞ respectively. They
are further related by tracelessness (since we assume
massless particles) and conservation equations of the
energy-momentum tensor, implying

PLðτÞ ¼ −EðτÞ − τ _EðτÞ and PTðτÞ ¼ EðτÞ þ 1

2
τ _EðτÞ:

ð12Þ
The natural observable, and a measure of deviations from
local thermal equilibrium, is the pressure anisotropy nor-
malized to what would be the equilibrium pressure at the
same energy density [7,49], i.e.,

AðτÞ ¼ PTðτÞ − PLðτÞ
PðτÞ ; ð13Þ

where PðτÞ ¼ EðτÞ=3. Moving on to the microscopic level,
one can take the distribution function to be a function of
proper time τ, the dimensionless combination τpy ≡ p̂y and
the magnitude of the transversal momentum pT . In this
parametrization, the Boltzmann equation takes a particularly
simple form

∂τfðτ; p̂y; pTÞ ¼
f0ðτ; p̂y; pTÞ − fðτ; p̂y; pTÞ

τrelðτÞ
; ð14Þ

where we remind the reader that the relaxation time in the
general case will be time dependent and

f0ðτ; p̂y; pTÞ ¼
1

ð2πÞ3 exp
�
−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðp̂yÞ2 þ τ2p2

T

p
τTðτÞ

�
: ð15Þ

Last, let us remark that the measure factor in the phase space
integration dP reads

dP ¼ 2πpT

τpτ dp̂ydpT; ð16Þ

where

pτ ¼ 1

τ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðp̂yÞ2 þ τ2p2

T

q
ð17Þ

and, as a result, the energy density takes the form

EðτÞ¼
Z

dPðpτÞ2fðτ; p̂y;pTÞ

¼ 2π

τ2

Z
∞

0

dpT

Z
∞

−∞
dp̂ypT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðp̂yÞ2þ τ2p2

T

q
fðτ; p̂y;pTÞ:

ð18Þ

Let us now move on to the initial value problem. As
anticipated in the introduction, solving Eq. (14) requires
knowing f as a function of two variables, p̂y and pT , at
some initial time τ0. One can see it in two steps. First, one
can write a formal integral solution for the distribution
function of the form

fðτ; p̂y; pTÞ ¼ Dðτ; τ0Þfðτ0; p̂y; pTÞ

þ
Z

τ

τ0

dτ0

τrelðτ0Þ
Dðτ; τ0Þf0ðτ0; p̂y; pTÞ; ð19Þ

where

Dðτ2; τ1Þ ¼ exp

�
−
Z

τ2

τ1

dτ0

τrelðτ0Þ
�
: ð20Þ
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Note that the above expression is exponentially suppressed
for τ2 ≫ τ1.
In Eq. (19), one should bear in mind that the relaxation

time can depend on the effective temperature [see Eq. (9)]
and, through Eqs. (7) and (18) on the distribution function
at a given instance of proper time. This is resolved by
taking the second moment of both sides of Eq. (19) with
respect to pτ, as in Eq. (18), since this leads to an
expression depending only on the effective temperature
TðτÞ. Indeed, one then obtains the following integral
equation [45,46]:

EðτÞDðτ; τ0Þ−1

¼ E0ðτÞ þ
1

2

Z
τ

τ0

dτ0

τrelðτ0Þ
Eðτ0ÞDðτ0; τ0Þ−1H

�
τ0

τ

�
; ð21Þ

where

HðqÞ ¼ q2 þ
arctan

ffiffiffiffiffiffiffiffiffiffiffiffi
1
q2 − 1

q
ffiffiffiffiffiffiffiffiffiffiffiffi
1
q2 − 1

q ð22Þ

and

E0ðτÞ ¼
2π

τ2

Z
∞

0

dpT

Z
∞

−∞
dp̂y

× pT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðp̂yÞ2 þ τ2p2

T

q
fðτ0; p̂y; pTÞ: ð23Þ

Equation (21) will play the central role in the analysis here.
Before we move on to describing new results, a few
remarks are in order. First, Eq. (21) is an integral equation,
i.e., the effective temperature at a given instance of proper
time depends on the whole temperature history until that
moment. Second, E0ðτÞ feeds information about the initial
distribution function into the temperature profile as a
function of proper time. The definition of E0ðτÞ implies
the symmetry E0ðτÞ ¼ E0ð−τÞ and a late-time expansion of
the form

E0ðτÞ ¼
1

jτj
�
ε1 þ

ε3
τ2

þ ε5
τ4

þ � � �
�
; ð24Þ

i.e., with only even powers in the parentheses and, in
general, with infinitely many independent coefficients ϵj.
Third, the function HðqÞ under the integral is evaluated
only for q ∈ ð0; 1�, but as we showed with our collaborators
in Ref. [18], its analytic properties in the complex q plane
are, in fact, important. The coarse features of HðqÞ make it
similar to a simple linear function, i.e., 2q, but, as we will
see in Secs. III and IV, its fine details directly translate into
the values of hydrodynamic transport coefficients and
transient modes. Finally, Eq. (21) is in general a strongly
nonlinear equation for the effective temperature TðτÞ or,

equivalently, local energy density EðτÞ because of the
temperature-dependent relaxation time τrelðτÞ. However,
for constant relaxation time, i.e., for Δ ¼ 0 in Eqs. (9) and
(21) becomes a linear equation for EðτÞ. This significant
simplification will allow us in Sec. V to see some beautiful
resurgent relations between the hydrodynamic and the
transient parts of EðτÞ. Otherwise, Eq. (21) can be solved
numerically, which we do in Sec. VI using a refinement of
the method from Ref. [46].

III. GRADIENT EXPANSION

In the boost-invariant flow, the hydrodynamic gradient
expansion (i.e., expansion in the Knudsen number) is a
power series in the ratio of the microscopic dissipation
scale, here set by τrel, and the size of the gradient which is
set by the kinematics to be 1

τ. Wewill call this dimensionless
ratio w:

w≡ τ

τrel
: ð25Þ

If we use our ansatz for the relaxation time, then w reads

w ¼ τTðτÞΔ: ð26Þ

In the conformally invariant case, Δ ¼ 1, we recover the w
variable introduced in Ref. [49], which justifies the name.
In particular, when comparing different solutions of
Eq. (21) we will be looking at the normalized pressure
anisotropy A defined in Eq. (13) as a function of w. Of
course, one can still treat w as a function of proper time, i.e.,
wðτÞ, as we will often do below.
The energy density can therefore be formally expanded

as

EðτÞ ¼ Λ4

ðΛτÞ4=3
�
1þ e1

wðτÞ þ
e2

wðτÞ2 þ � � �
�

ð27Þ

where the coefficients ej are fixed by Δ and independent of
the initial condition. Alternatively, one can represent the
energy density in the equivalent late-time expansion as

EðτÞ¼ Λ4

ðΛτÞ4=3
�
1þ ẽ1

ðΛτÞ1−Δ=3þ
ẽ2

ðΛτÞ2−2Δ=3þ�� �
�
; ð28Þ

where comparison with Eq. (27) allows one to relate ẽj’s
and ej’s. One can deduce from Eq. (28) that the allowed
range of the parameter Δ is

Δ < 3; ð29Þ

as otherwise the relaxation time at late times gets too large
to allow for a depletion of gradients. Such an effect was
seen in Refs. [50,51], in RTA kinetic theory undergoing
Gubser flow. The rapid expansion in that setup drives the
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system away from thermal equilibrium. The case Δ > 3 is
not explored in this paper, but we note that the eremitic
expansion of Ref. [52] may be more appropriate in that
case.
Expansions in Eqs. (27) and (28) translate directly

into the large-w expansion of the normalized pressure
anisotropy A:

A ¼ a1
w

þ a2
w2

þ � � � ð30Þ

Again, it should be noted that the gradient expansion
in Eq. (30) does not contain any information about an
initial state and in Eqs. (27) and (28) the only information
sits in the asymptotic scaling set by Λ. Regarding its
relation to the transport coefficients, the term a1 is related to
the ratio of the shear viscosity η to the entropy density
and the term a2 is related to a combination of second-order
transport coefficients τπ and λ1; see, e.g., Ref. [7] for
details.
As noted in Ref. [18], the gradient expansion in RTA

kinetic theory can be generated using integration by parts of
the integral in Eq. (21). First, let us observe that

Dðτ0; τ0Þ−1 ¼ τrelðτ0Þ
d
dτ0

Dðτ0; τ0Þ−1: ð31Þ

The appearance of a derivative allows for repeated appli-
cation of integration by parts in Eq. (21). Focusing only on
the relevant integral one gets

Z
τ

τ0

dτ0

τrelðτ0Þ
H

�
τ0

τ

�
Eðτ0ÞDðτ0; τ0Þ−1

¼
Z

τ

τ0

dτ0H
�
τ0

τ

�
Eðτ0Þ d

dτ0
Dðτ0; τ0Þ−1

¼ Hð1ÞEðτÞDðτ; τ0Þ−1 −H

�
τ0
τ

�
Eðτ0Þ

−
Z

τ

τ0

dτ0
d
dτ0

�
H

�
τ0

τ

�
Eðτ0Þ

�
Dðτ0; τ0Þ−1: ð32Þ

Exactly the same logic can be applied to the final integral
appearing in the above equation, which leads to an iterative
scheme that can be executed indefinitely. Every subsequent
integration by parts is going to generate a term proportional
to Dðτ; τ0Þ−1 which at late times is exponentially enhanced
over the other term. Gathering such dominant terms and
neglecting others in the iterated version of Eq. (21) leads to
a differential relation involving derivatives of HðqÞ at
q ¼ 1 and derivatives of EðτÞ measured in units of
relaxation time. As a result one obtains

X∞
j¼1

�
−τrelðτ0Þ

d
dτ0

�
j
H

�
τ0

τ

�
Eðτ0Þ

				
τ0¼τ

¼ 0; ð33Þ

which needs to vanish up to exponentially small corrections
(hence the equality in the equation above). Using this
expression with the sum truncated at, say, j ¼ 3 and EðτÞ
given by the gradient expansion allows us to determine, in
this case, e1 and e2 in Eq. (27) and, as a result, a1 and a2 in
Eq. (30). The result reads

a1 ¼
8

5
and a2 ¼

88

105
−

8

15
Δ: ð34Þ

Iterating this scheme further allows one to get higher-order
transport. This approach works best for a constant relax-
ation time in which case one can get the lowest 1500
coefficients. We did this by first using Eq. (33) to derive a
recursive relation for the coefficients ej from Eq. (27),
which, for Δ ¼ 0, happen to be the same as the coef-
ficients ẽj appearing in Eq. (28), and solving this relation.
Unfortunately, the number of terms generated in Eq. (33)
gets significantly bigger and the whole approach becomes
slower for generic values of Δ. However, in all the cases
we checked it was sufficient to demonstrate that the
gradient expansion has a vanishing radius of convergence,
as expected on general grounds [7]. For a temperature-
dependent relaxation time the methods from Refs. [7,18]
and, perhaps, also Ref. [17] are better suited to get a
significant number of terms, e.g., 425 terms in the
conformal case (Δ ¼ 1) considered in Ref. [18].
A standard way of dealing with asymptotic series is the

Borel transform, which takes anw−n to anζn=n!, and Borel
summation which at the level of a series inverts the former
operation; see e.g., Ref. [7]. In Fig. 1 we show the structure
of singularities of the Borel transform of the truncated
hydrodynamic gradient expansion for six representative
values of Δ. As a way of analytically continuing the Borel
transform away from the origin we use the standard
symmetric Padé approximation. In Fig. 1 we always see
poles on the real axis and for Δ > 0 we also see singu-
larities further in the complex plane. As argued in Ref. [18],
the latter are not physical excitations, but rather represent
analytic properties of Eq. (21) with contours of integration
over τ0 extended away from the real axis. To see this, note
that the gradient expansion, computed using Eq. (33), does
not know about the choice of contour between τ0 and τ in
Eq. (21). Different choices of contour will differ by terms
coming from singularities of the integrand. By the analytic
properties of HðxÞ, such terms will behave as

δE ∼ e−
1þð−1Þ�Δ=3

1−Δ=3 w: ð35Þ

While these terms are not to be interpreted as transients,
they are nevertheless important. For Δ > 2, these will in
fact represent the dominant large-order behavior of the
gradient expansion. This has similarities with the ghost
instantons studied in quantum mechanics in Ref. [53]. Last,
the movement of the off-axis poles as Δ → 3 signals a
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breakdown of this analysis, as anticipated in the discussion
around Eq. (29).
In the present manuscript we will be concerned with

singularities lying on the real axis and their relation to
transient modes (Sec. IV) and resurgence (Sec. V).

IV. TRANSIENT MODES

We have seen that the gradient expansion is universal,
independent of initial conditions. In this section, we
describe transient corrections to the universal late-time
behavior. These transient modes come with an overall
amplitude and phase that offer the possibility to encode
initial information. To this end, we discard E0 and set the
lower limit of integration τ0=τ to 0. This may seem
contradictory, as this removes all initial data. We do this
as here we are only concerned with demonstrating how data
can be stored rather than the particular way a given initial
condition is stored. We will say more about the matching of
initial data to late-time modes in Sec. V. We present here the
Δ ¼ 0 case as the general case introduces mainly notational
(not technical) difficulties.
Since Eq. (21) contains exponential suppression in the

form of Dðτ; τ0Þ, a natural ansatz for the energy density is

EðτÞ ¼ EgeðτÞ þ σDðτ; τ0ÞEβðτÞ; ð36Þ

where EgeðτÞ is the gradient expansion and EβðτÞ is a power
series with leading power β (which, as we will soon see, is
in general a complex number), i.e.,

EβðτÞ ¼ wβ

�
1þ eβ;1

w
þ eβ;2

w2
þ � � �

�
: ð37Þ

Inserting this into Eq. (21) and matching powers of w leads
to equations for β and eβ;k. In this section, β is the object of
interest. As described in Sec. V, for a given β, the rest of the
coefficients eβ;k are uniquely determined. However, the
equations leave σ undetermined. Hence, each allowed value
of β supplies one free parameter where initial data can be
stored. Also, it is implicitly assumed in Eq. (36) that we
sum over all allowed (as we will soon see, infinitely many)
values of β, each with an independent value of σ.
One finds that the β’s are given by zeros of the function

MðzÞ≡
Z

1

0

dxHðxÞxz: ð38Þ

Note that the integral converges only for z > −1 and that
for such z,MðzÞ > 0. One must analytically continueMðzÞ
to complex z to find any solutions. This can be done by
using a series expansion for H or the representation

MðzÞ¼ 3F2ð1; z2þ2; z
2
þ2; z

2
þ 5

2
; z
2
þ3;1Þ

2z2þ14zþ24
þ 1

2ðzþ4Þ : ð39Þ

FIG. 1. Singularities of the Borel transform of the hydrody-
namic gradient expansion of A for sample values of allowed Δ;
see Eq. (29). As a method of analytic continuation we use Padé
approximants. The cases ofΔ ¼ 0 andΔ ¼ 1were studied before
in, respectively, Refs. [17,18]. In the plots sequences of poles
represent branch cuts, a known feature of the Padé approximation;
see, e.g., Ref. [54]. The singularities on the real axis are physical
and give rise to transients of the form dictated by Eq. (36). The
arguments in Sec. IV make it clear that this singularity is an
infinite set of branch cuts with the same branch point, but of a
different order. The singularities off the real axis are unphysical
and follow from contour deformations in the integral in Eq. (21),
as explained for Δ ¼ 1 in Ref. [18]. Surprisingly, the unphysical
singularities, whose location is at 1þ ð−1Þ�Δ=3, start controlling
the radius of convergence of the hydrodynamic series for Δ > 2.
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Solutions to MðzÞ ¼ 0 are shown in Fig. 2. The string of
zeros seems to continue indefinitely, leading us to believe
that there are an infinite number of allowed β’s. One is
purely real and the rest come in conjugate pairs with
successively smaller real parts.
Let us stress the difference between these solutions and

the Borel plane depicted in Fig. 1. The Borel analysis
reveals the exponential dependence i.e., the decay rate
(for an exponential decay in w) and oscillation frequency
(for oscillation in w). This analysis gives the subleading
power-law correction. For the transients, the exponential
dependence is purely real, and one would be tempted
to conclude that there is no oscillation. However, the
imaginary parts of these solutions give rise to logarithmic
oscillations as

ℜðστβÞ ∝ τℜðβÞ cosðθ þ ℑðβÞ logðτÞÞ; ð40Þ

for some phase θ. We were unable to find other transients in
the present setup and the fact that we nevertheless found an
infinite set of modes, in principle capable of capturing all of
the information about the initial conditions, leads us to
believe that there are none. Let us repeat what was said in
the caption of Fig. 1. A generalization of the argument from
Ref. [18] shows that the other exponents that can be read off
from Fig. 1 are not physical modes.
Finally, we note that the argument presented above

generalizes in a simple manner to the case of arbitrary
Δ. In such a situation, the power law also gets contributions
from Dðτ; τ0Þ. To leading order in w ¼ τ=τrel, transient
contributions to EðτÞ behave as

e−
w

1−Δ=3w
βþ 4Δ

45ð1−Δ=3Þ2 ; ð41Þ

where β satisfies Mðβð1 − Δ=3Þ − Δ=3Þ ¼ 0. This is the
main result of this paper. It should be compared with what
is found in holographic setups, where transients behave as
in Eq. (4). There are three main differences. The first is the
appearance of singularities in the Borel plane that do not
represent transients on top of the hydro part. Second, the
transients that do carry information are all stacked on top of
each other in the Borel plane. This corresponds to identical
exponential decay but with different power laws. Last,
while in holography the transients generically oscillate in
proper time, in this kinetic theory they do so in logarith-
mic time.
In Sec. VI we corroborate these results with numerical

solutions.

V. RESURGENCE AND INITIAL CONDITIONS
FOR CONSTANT τrel

When τrel is constant, Eq. (21) is linear. This is a great
simplification, allowing us to investigate resurgent relations
between the hydrodynamic and the nonhydrodynamic
modes, as well as describe how to match initial data to
amplitudes of transients.
We start the resurgent analysis by calculating the

coefficients in the power series Eβ. It satisfies

EβðτÞ ¼
τ

2τrel

Z
1

0

HðxÞEβðτxÞdx: ð42Þ

With a power-series ansatz as in Eq. (37), we can match
powers and solve for the coefficients in the series. They
satisfy the recursive equation

eβ;kþ1 ¼
eβ;k

Mðβ − k − 1Þ : ð43Þ

An immediate question arises: what is the large-order
behavior of eβ;k? Is it divergent and if so, will it tell us
about additional transient modes? For large k,

eβ;kþ1

eβ;k
¼ −kþ

�
β þ 4

3

�
þ 16

45k
þ � � � ð44Þ

This can be turned into a differential equation and a
solution of this equation is a function that at large w
behaves as

eww−β−4=3
�
1 −

16

45w
−

424

14175w2
…

�
: ð45Þ

To find the contribution to EðτÞ we must take into account
Dðτ; τ0Þ and wβ in Eqs. (36) and (37). These cancel out the
exponential and the w−β respectively, leaving us with a
series whose leading power is −4=3. Given that in the
current case of Δ ¼ 0, w ∼ τ, one immediately recognizes
in it the famous Bjorken perfect fluid solution [9]. By the

FIG. 2. Points in the figure shows roots of the function MðβÞ.
For Δ ¼ 0, each root gives rise to a transient mode of the
form e−ττβ. For other Δ, the modes behave as in Eq. (41).
The roots with the largest real part will be the dominant ones.
The first three are β1 ≈ −3.4313, β�2 ≈ −5.4584� 0.5614i,
β�3 ≈ −7.4746� 0.6648i.
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use of Eqs. (12) and (13), one can calculate the corre-
sponding series for A. This turns out to be

8

5w
þ 88

105w2
þ � � � ð46Þ

Comparing with Eq. (34), and setting there Δ to 0, we see
that this is in fact the hydrodynamic gradient expansion.
Note that this argument holds for every value of allowed β.
This is an explicit demonstration of resurgent properties

of these solutions; see Refs. [55,56] for introductions to
resurgence and Ref. [57] for another example of resurgent
phenomena in the context of integral equations. The
gradient expansion can be reconstructed from the large-
order behavior of the transient, since in the constant
relaxation case the only exponential contribution to EðτÞ
with respect to each transient is the hydrodynamic series
itself.
Now we describe how to map between initial conditions,

described by E0, and transient modes. This procedure only
works for Δ ¼ 0, i.e., when the problem is linear. Given a
solution EðτÞ, one can trivially solve for E0ðτÞ in Eq. (21).
Knowing the form of transients, one can calculate the
corresponding E0 to each transient. Thus, a decomposition
of a solution E into transients can be translated into a
decomposition of E0.
As a check of this, we have numerically calculated the

E0’s corresponding to the first two transients and compared
these with the late-time expansion of E0 in Eq. (24). The
characteristic features of this expansion, namely the leading
power of 1=τ and a vanishing quadratic term, can be
verified for these solutions.

VI. COMPARISON WITH
NUMERICAL SOLUTIONS

In previous sections, we have calculated a family of
transient modes, each exponentially decaying with the
same rate but with different power laws. These powers
were determined from a rather high-level argument and
additional checks are required to be confident that they are
physical modes. Indeed, as observed in Ref. [18], the
analytic structure of H can give rise to unphysical modes.
This section presents numerical evidence that they are
physical.
Our interest in looking at transients prompts the need for

very precise numerics. We need a time interval long enough
so that they are clearly separated from each other in
magnitude. In holographic setups, the ratio of the magni-
tudes of the transients is exponentially large. In this case,
there is only a power-law suppression. Thus, this setup
requires a longer interval of time compared to what a
similar calculation in holography would need. Since the
transients decay exponentially fast compared to the hydro-
dynamic contribution, this presents an obvious numerical
challenge. Finite difference methods have an error that

scales polynomially in the grid spacing which makes them
unsuitable for studying exponentially small effects. More
appropriate are spectral and pseudospectral methods which
have an error that (for smooth functions) scales exponen-
tially in the grid spacing. See, e.g., Refs. [58,59] for
introductions to these methods.
Given an initial distribution function, the integral equa-

tion (21) can be solved by iteration. We choose the initial
distribution function so that E0ðτÞ can be calculated
analytically. For Δ ¼ 0, we calculated solutions on an
interval from w ¼ 5 to w ¼ 170. This means we need an
accuracy of at least e−170 ≈ 10−74. We achieved this by
performing calculations in MATHEMATICA with 1350 grid
points and precision 900, iterating the equation until the
maximal relative error between subsequent iterations was
less than 10−150. For this process to converge, spectral
filtering was used; see Ref. [59]. For each initial condition
we required several hours of computations on a powerful
desktop computer. By a process of subtracting solutions of
different initial conditions, we are able to study transients.
Independent of initial conditions, A behaves universally

at late times, corresponding to the hydrodynamic gradient
expansion; see Eq. (34). Subtracting two solutions will
remove the universal behavior and leave only the transient
behavior. Taking also a logarithmic derivative will remove
the overall amplitude and we are left with a universal late-
time behavior corresponding to the transient mode. By
taking into account the phase θ in Eq. (40), this subtraction
can be repeated to get a sequence of functions whose
behavior is universal at late times. Here, we consider the
first two functions so obtained. These subtractions do not
involve a phase, and so we define

A0 ¼ A; ð47Þ

A1 ¼
d
dw

log ðA0 −A0
0Þ; ð48Þ

A2 ¼
d
dw

log ðA1 −A0
1Þ; ð49Þ

where the prime denotes solutions obtained using different
initial conditions. Ak will be related to the transient
corresponding to βk. Analytic calculation implies

A1ðwÞ ¼ −1þ β1 þ 7=3
w

þ � � � ; ð50Þ

where the −1 comes from the exponential decay rate. As
seen in Fig. 3, both the decay rate and β1 approach their
predicted analytic values (red dashed line).
The next transient is supposed to exhibit oscillations in

logarithmic time. To leading order, A2 satisfies
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wA2ðwÞ¼ℜðβ2Þ−β1−1−ℑðβ2Þtanðθþℑðβ2ÞlogðwÞÞ
≈−3.0271−0.5614tanðθþ0.5614logðwÞÞ; ð51Þ

where numerical values for β1 and β2 have been used. This
has characteristic singularities that should have clear
signals in the numerical solutions. However, corrections
coming from subleading transients could spoil this if their
amplitudes are large enough. Indeed, as Fig. 4 shows, some
solutions are not well described by Eq. (51) while others
are. With only one adjustable parameter and fitting only to a
small interval at late times, one finds a remarkable agree-
ment; see Fig. 4. This is striking confirmation of the
multiplicity of cuts stacked on top of each other in the
Borel plane and demonstrates the physicality of oscillations
in logarithmic time.
In addition, one can also fit β2 to the data. The result

matches the analytic value to better than 1%.

VII. SUMMARY AND OUTLOOK

In the present article we analyzed the nonhydrodynamic
sector of kinetic theory in the relaxation time approximation.

Using a three-pronged approach involving asymptotic series,
analytic solutions of an integral equation and high-precision
numerical solutions of the initial value problem, we showed
how each of these methods allow us to probe this sector. The
relaxation time was taken to exhibit general power-law
dependence on the effective temperature; see Eq. (9).
Such a theory was regarded here as a toy model of weakly
coupled gauge theory dynamics. Moreover, we focused on
expanding plasma systems undergoing rapid longitudinal
expansion, similarly to ultrarelativistic heavy-ion collisions.
We simplified our treatment by further assuming boost
invariance along the expansion axis and no transversal
dynamics. Our chief motivation, inspired by similar analyses
in holography, was to understand what imprint weakly
coupled transient effects will have on the energy-momentum
tensor of expanding plasma. The fact that the Boltzmann
equation requires specifying a function not only of spacetime
coordinates but also of momenta in order to solve the initial

FIG. 3. Shown here is A1ðwÞ defined in Eq. (47). The plots
provide overwhelming evidence that Eq. (50) accurately de-
scribes the first transient mode. Note that Δ ¼ 0. (Top) All curves
approach the exponential decay rate of the transient modes −1.
(Bottom) All curves approach the power-law decay rate of the
first transient mode β1.

FIG. 4. This figure compares the numerically evaluated A2,
i.e., the second transient, with theoretical predictions for Δ ¼ 0.
Dashed red lines are of the form of Eq. (40), where θ is fitted
using data in the continuous red colored region at late times.
(Top) Equation (40) describes the curves very well. Fitting also
the value of β2, it differs from the analytical value by less than
1%. The vertical segments represent a singularity of the tangent
function appearing in Eq. (51). (Bottom) Likely due to interfer-
ence from subleading transients with large amplitudes, the fit
does not work well.
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value problem indicated that there should be infinitely many
transient effects carrying information about a given initial
condition to late times. This intuition turned out to be correct
and we discovered that in the expanding plasma system in
RTA kinetic theory there are infinitely many exponentially
suppressed contributions to the energy-momentum tensor,
decaying on a time scale τdecay ¼ ð1 − Δ=3Þτrel; see Sec. IV
and Eq. (41). What differentiates these transients from each
other is the subleading behavior. We showed that it consists
of different power-law decays and oscillations in logarithmic
time; see Eqs. (40) and (41), as well as Fig. 2. We
corroborated both findings with the analysis of large orders
of the hydrodynamic gradient expansion (see Sec. III and
Fig. 1) and an explicit solution of the initial value problem
(see Sec. VI and Figs. 3 and 4), noting very good agreement.
The latter was achieved by a very accurate method of
implementing the initial value problem given by the pseu-
dospectral methods and use of the iterative scheme from
Ref. [46].
Furthermore, similarly to the studies reported in

Ref. [18], we saw singularities of the Borel transform of
the hydrodynamic gradient expansion that do not corre-
spond to modes of the expanding plasma; see Fig. 1. For
Δ > 3=2, these would represent the dominant contribution
to transient behavior in the initial value problem, something
which we did not see. What is also interesting is that for
Δ > 2, these singularities become the dominant effects
controlling the divergence of the hydrodynamic gradient
expansion, as opposed to the least-damped transients in all
the other known setups dealing with hydrodynamics; see,
e.g., Ref [7] for a review. However, there are intriguing
similarities with the so-called ghost instantons explored in a
quantum-mechanical setting in Ref. [53].
We note that for constant relaxation time (Δ ¼ 0) the

integral equation for the energy density becomes linear; see
Eq. (21). Here we find beautiful resurgent relations in
which large orders of the hydrodynamic gradient expansion
carry information about the transient modes and the large-
order gradient expansion accompanying each transient
mode is controlled by the hydrodynamic series; see
Eq. (45). As a result, the trans-series ansatz in this case
consists only of two types of contributions: the hydro-
dynamic series and a sum over transient modes without any
further nonlinear effects. For Δ ≠ 0, we expect nonlinear
effects. The question of what happens whenΔ > 3 or at the
point of breakdown, Δ ¼ 3, is left open.
Our work raises several interesting questions. Perhaps

the most important one is what kind of transients in
expanding plasma systems (or other setups undergoing
macroscopic motion) exist for other collisional kernels and
are their decay rates comparable/the same? This is of
relevance in the search for transient effects in heavy-ion
collision or cold-atom experiments; see, e.g., Refs. [60,61].

Another interesting question is if it is possible to derive
the properties of the transients directly from singularities of
the retarded two-point function of the energy-momentum
tensor studied in Ref. [15]. The reason why we expect such
a link to exist is, first, that similar analysis works out in
holography (see Ref. [11]), and, second, that the properties
of transients are related to the properties of the function
HðqÞ given by Eq. (22) and the latter is related to properties
of equilibrium, i.e., the equilibrium distribution function
given by Eq. (15). Furthermore, the Green’s function
analysis in Ref. [15] revealed branch cut singularities with
the imaginary part of branch points (which are responsible
for dissipation) being given by the inverse of the relaxation
time and this is precisely what we observed here. Such a
method of translating from the singularities of the energy-
momentum tensor Green’s functions to expanding plasma
systems may shed light on how transients manifest them-
selves both for kinetic theories with more complicated
collisional kernels, (see the recent Ref. [16]) and for more
general flows.
On the latter front, it would be very interesting to

generalize the present analysis to other flows, starting from
the most symmetric ones such as cosmological expansion
addressed in Refs. [62,63] or (perturbations of) the so-
called Gubser flow [64] studied in the RTA kinetic theory in
Refs. [50,51]. An interesting aspect for such a comparison
is the question of what happens when the relaxation time
from the present setup scales with the effective temperature
faster than 1

T3. For such relaxation times, we do not expect
local equilibrium in the energy-momentum tensor at
asymptotically late times and a similar phenomenon was
indeed seen in Refs. [50,51]. It would be, therefore,
interesting to understand if in such cases hydrodynamics
becomes a good description of the boost-invariant plasma
for a window of intermediate times and how the system
exits the hydrodynamic regime.
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Hydrodynamic attractors have recently gained prominence in the context of early stages of ultra-
relativistic heavy-ion collisions at the RHIC and LHC. We critically examine the existing ideas on this
subject from a phase space point of view. In this picture the hydrodynamic attractor can be seen as a special
case of the more general phenomenon of dynamical dimensionality reduction of phase space regions. We
quantify this using principal component analysis. Furthermore, we adapt the well known slow-roll
approximation to this setting. These techniques generalize easily to higher dimensional phase spaces,
which we illustrate by a preliminary analysis of a dataset describing the evolution of a five-dimensional
manifold of initial conditions immersed in a 16-dimensional representation of the phase space of the
Boltzmann kinetic equation in the relaxation time approximation.
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Introduction.—The physics of strong interactions stud-
ied in heavy-ion collisions at the RHIC and LHC (see, e.g.,
Ref. [1] for a concise contemporary review) has been a
remarkable source of inspiration for the study of complex
systems far from equilibrium. The phenomenological
success of relativistic hydrodynamics, together with cal-
culations in microscopic models based on holography and
kinetic theory, have inspired several novel research direc-
tions. One such direction is centered on the notion of
hydrodynamic attractors. These were introduced in Ref. [2]
with the aim of capturing universal features of non-
equilibrium physics beyond the limitations of the gradient
expansion and were subsequently explored in many works,
including Refs. [3–32].
In the context of reproducing the spectra of soft particles

in ultrarelativistic heavy-ion collisions, the underlying
observable of interest is the expectation value of the
energy-momentum tensor hTμνi. Ideally, one would like
to have a way of predicting its behavior as a function of
time directly in QCD. Such calculations remain beyond
reach, but have been pursued in quantum field theories
possessing a gravity dual [33–35] in a number of works, see
Refs. [36,37] for a review. Another line of development
replaces QCD by its effective kinetic theory description
[38], as reviewed in Refs. [37,39]. The evolution of hTμνi
depends on the initial state, captured by the bulk metric in

holography, or by the initial distribution function in the
kinetic theory. After some time, the vast majority of this
information is effectively lost, and hTμνi evolves hydro-
dynamically. These explorations have led to the idea of a
hydrodynamic attractor, identified in Ref. [2] in a class of
hydrodynamic theories [40–42] as a specific solution which
is approached by generic solutions initialized at arbitrarily
small times. It was also observed there that a “slow-roll”
condition akin to what is used in inflationary cosmology
[43,44] leads to an accurate approximation of this attractor.
Subsequent works have lead to many interesting phenom-
enological applications [2,5,16,45,46].
Despite these developments, there are three important yet

largely unexplored issues. The first addresses the different
concepts of attractor, the second concerns their relevance
for the dynamics of initial states of interest and the third is
the question of their existence beyond highly symmetric
settings. We address these points with the goal of clearing
the ground for new developments, in particular for gener-
alizations to more realistic flows with less symmetry. Our
approach is based on the phase space picture, i.e., the space
of variables needed to parametrize the dynamics under-
lying hTμνi, which was introduced in this context in
Refs. [11,47].
Dissipation of initial state information.—There are two

key features of the dynamics following an ultrarelativistic
heavy-ion collision: the expansion that drives the system
away from equilibrium and interactions that favor
equilibration [13]. The simplest model of this is Bjorken
flow which assumes one-dimensional expansion and
boost-invariance along the expansion axis, conveniently
described in terms of proper time τ and spacetime rapidity
y. In interacting conformal theories, at asymptotically late
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times the system follows a scaling solution for the
(effective) temperature [48]

TðτÞ ¼ Λ
ðΛτÞ1=3 þ � � � : ð1Þ

In this equation, the dimensionful constant Λ is the only
trace of initial conditions. Corrections to this come in two
forms: higher-order power-law terms which are sensitive
only to Λ, and exponential corrections which encode
information about the initial conditions and describe its
dissipation [2,4,12,49–51]. This asymptotic form is usually
referred to as a transseries [52]. The simplest models where
this can be observed explicitly are formulated in the
language of hydrodynamics.
Models of hydrodynamics.—We primarily focus on

hydrodynamic theories (see Ref. [53] for a review), which
despite their name include transient nonhydrodynamic
excitations needed to avoid acausality. In such models,
hTμνi is decomposed into a perfect fluid term and a
“dissipative” part denoted by πμν:

hTμνi ¼ ðE þ PÞuμuν þ Pgμν þ πμν; ð2Þ

where uμuμ ¼ −1, uμπμν ¼ 0, and the energy density E and
pressure P are related by the thermodynamic equation of
state. In the conformal case considered here, P ¼ E=3.
Conservation equations of hTμνi provide the four equations
of motion for E and uμ. Hydrodynamic models, building on
the original ideas of Refs. [40,41], provide the remaining
equations for πμν in terms of relaxation-type dynamics that
ensure matching to the hydrodynamic gradient expansion
of any microscopic model.
In this Letter, we consider two classes of models. The

first one is the Müller-Israel-Stewart (MIS) model [40,41]

τπDπμν ¼ −πμν þ ησμν; ð3Þ

whereDπμν ≡ uα∇απ
μν þ…, is the Weyl-covariant deriva-

tive in the comoving direction [54,55] and σμν ¼ 2DðμuνÞ is
the shear tensor. One can supplement Eq. (3) with addi-
tional terms defining the so-called Baier-Romatschke-
Son-Starinets-Stephanov (BRSSS) model [42] and in the
following we will refer to it as MIS-BRSSS models.
Conformal symmetry requires that

η ¼ Cη
E þ P
T

and τπ ¼
Cτπ

T
with E ∼ T4; ð4Þ

where Cη, Cτπ are dimensionless constants and T is defined
as the temperature of an equilibrium state at the same
energy density E. Equation (3) implies relaxation pheno-
mena on a time scale defined by the relaxation time τπ .
For the Bjorken flow, the combined equations reduce to a

second order ordinary differential equation (ODE) for the
effective temperature TðτÞ, see Eq. (7.17) in Ref. [53].

The hydrodynamic attractor was originally observed in this
model in Ref. [2] using a special scale-invariant para-
metrization involving pressure anisotropy (note π22 ¼ π33)

A ¼ π22 − πyy
P

¼ 6þ 18τ
_TðτÞ
TðτÞ ; ð5Þ

which is understood as a function of time measured by

w ¼ τTðτÞ: ð6Þ

We denote derivatives with respect to τ with a dot and
derivatives with respect to w with a prime. In contrast with
TðτÞ, AðwÞ satisfies a first order ODE, see Eq. (7.18)
in Ref. [53].
The second hydrodynamic theory of interest here is the

Heller-Janik-Spalinski-Witaszczyk (HJSW) model [55]
(see also Ref. [56]), in which Eq. (3) is replaced by

��
1

T
D
�

2

þ 2

T2τπ
D
�
πμν ¼ −

τ−2π þ ω2

T2
fπμν þ ησμνg: ð7Þ

This structure again ensures relaxation phenomena on a
timescale τπ, but here they occur in an oscillatory manner as
in N ¼ 4 supersymmetric Yang-Mills theory [57], with
frequency ω ¼ CωT. This model leads to a third order ODE
for the effective temperature TðτÞ or a second order ODE
for AðwÞ, see Eq. (7.26) in Ref. [53], and provides a
workable setting with a richer set of initial conditions than
offered by MIS-BRSSS models.
Hydrodynamic attractors.—The hydrodynamic attractor

in MIS-BRSSS models arose through studying a range of
solutions for AðwÞ that converge and then evolve toward
local thermal equilibrium [2]. This behavior is known in the
mathematical literature [58] as a forward attractor.
Intuitively, forward attractors are solutions that attract
nearby sets as w → ∞. In MIS-BRSSS models, every
solution is a forward attractor. Conversely, by considering
solutions initialized at earlier and earlier times we observe
that generic solutions (which diverge at w ¼ 0) decay to a
specific solution which is regular there. Such behavior is
known as a pullback attractor.
These two notions of attractors, introduced in this

context in [47] are concerned with different regimes: the
forward attractor describes asymptotically late times while
the pullback attractor is a statement about early times. In
MIS-BRSSS models, there is a unique solution which is
both a pullback attractor and a forward attractor; we denote
this solution by A⋆ðwÞ.
Attractors and phase space.—The above discussion

raises two concerns. The first is that were one to visualize
a range of solutions TðτÞ, the hydrodynamic attractor
would not be apparent, and yet it is encoded there since
AðwÞ can be clearly derived from TðτÞ. If a different
observable showed attractor behavior how would one find

PHYSICAL REVIEW LETTERS 125, 132301 (2020)

132301-2



it? This issue must be clarified if one aims to identify
attractors in more complicated settings. We address it by
considering the full phase space parametrized by ðτ; T; _TÞ
for MIS-BRSSS models and ðτ; T; _T; T̈Þ for the HJSW
model. We include proper time as one of the phase space
variables because we are dealing with a nonautonomous
system.
The second concern stems from the fact that forward

and pullback attractors strongly depend on either asymp-
totically late or asymptotically early time dynamics. Such
asymptotic regimes may be inaccessible or unphysical.
We address this by focusing on the local dynamics on
families of constant-τ slices of phase space, on which
solutions of the equations of motion appear as points (see
Figs. 1 and 3). However, any particular solution AðwÞ
corresponds to a different curve on each slice, as dictated
by Eq. (5). On the basis of earlier studies, one expects
that, as τ increases, different solutions (points on con-
stant-τ slices) will collapse to the curves representing the
attractor A�ðwÞ. This is what one eventually sees in
Figs. 1 (bottom) and 3 (bottom-right), but numerical
studies of phase space histories reveal a much finer
picture. The process of information loss occurs in three
phases: local dimensionality reduction, approach to the
hydrodynamic attractor loci (red curves in Fig. 1), and
evolution toward equilibrium along the attractor.
Consider a finite “cloud” of initial states, such as any
one of the three colored sets of points shown in Fig. 1.
Each cloud contracts and becomes one dimensional.
When this happens depends on the initial conditions.
For example, the brown cloud in Fig. 1 (the one initialized
at smallest value of τ0T) loses a dimension quite early and
rather far from the attractor, while the other two do this
much later.
Quantifying dimensionality reduction.—We have argued

that dimensionality reduction in phase space is an important
feature of hydrodynamic attractors, but so far we have not
provided a working recipe to quantify this process. A
promising direction, which we only begin to explore here,
follows from recognizing that dimensionality reduction is
one of the basic tasks of machine learning. For the simple
cases considered here, principal component analysis (PCA)
is quite effective (see Refs. [59–63] for other applications
of PCA to problems in ultrarelativistic heavy-ion
collisions). Intuitively, PCA quantifies the variations of a
data set in different directions and associates an explained
variance with each of them.
We start by applying PCA to the two-dimensional phase

space of MIS-BRSSS models. On the initial time slice
we pick a state ðT; _TÞ and consider a random set of
points within a disc around it. For this set of points,
the two principal components are approximately equal
in magnitude. At each time step we recompute the
principal components for the set of states we started with
(see Fig. 1) and their evolution in time is shown in Fig. 2.

Dimensionality reduction is signalled when one of the
components is much smaller than the other one.
This analysis extends to phase spaces of arbitrary

dimension. An interesting example is provided by the
three-dimensional phase space of HJSW. The evolution
of principal components is shown in the upper part of
Fig. 3. There are three stages of dimensionality reduction.
The first, from three to two dimensions, is analogous to the
earliest phase of the collapse in MIS-BRSSS models,
most likely due to the expansion. The second stage is

FIG. 1. Three snapshots of evolution in MIS-BRSSS phase
space of a cloud of about 10 000 random states in the region
determined by the ranges of the top plot. The red curve denotes
the family of solutions corresponding to the attractorA⋆ðτTÞ. The
background color represents the speed at which the points move
in phase space, with magenta being faster than blue according to
the velocity defined in the text. The dark blue denotes the slow
region beyond the color coding scale. For the purposes of
visualizing local dimensionality reduction, see also Fig. 2, we
track three initially spherical regions. The plots were made for
Cη ¼ 0.75 and Cτπ ¼ 1, see Eqs. (3) and (4), and τ0 denotes
initialization time.
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characterized by oscillations typical of the nonhydro-
dynamic sector of a HJSW model. These eventually
dissipate resulting in the final stage of one-dimensional
evolution.
Slow-roll in phase space.—The basic intuition is that the

attractor locus should correspond to a region where the flow
in phase space is slowest. One way to motivate why the
slow region should behave as an attractor is to use an
argument inspired by thermodynamics: a system is likely to
be found in a large entropy macrostate because such states
cover the majority of phase space. In our setting, the system
is likely to be in a slow region because it takes a long time
to escape it, while the fast regions can be quickly traversed.
We have found that, in the case of MIS-BRSSS models,

this idea correctly identifies the attractor on any given time
slice. Let X⃗ðτÞ ¼ ½τ0TðτÞ; τ20 _TðτÞ� be a point in a slice of
phase space at time τ and τ0 denotes initialization time. This
point moves with velocity V⃗ ¼ τ0

_X⃗ðτÞ. The slow region is
defined by its Euclidean norm V, which has a minimum at
asymptotically late times when the system approaches local
thermal equilibrium. However, the whole region where it is
small is of dynamical significance. In Fig. 1, the back-
ground color is determined by V, where bluer color implies
lower speed. There is a slow region stretching out from
local thermal equilibrium, and the attractor A�ðwÞ lies

along it. It can be approximated by a slow-roll approxi-
mation [2] where one neglects T̈ in the equations of motion.
This generalizes directly to phase spaces of any dimension.
For the case of a HJSW model, the slow regions are shown
also in blue in the bottom row of Fig. 3.
In nonautonomous systems, the slow region changes

with time. If it were to evolve faster than the solutions do, it
would not be useful to characterize the attractor. This is
however not the case here: in both Figs. 1 and 3, we observe
that once solutions reach the slow region, they stay inside
and evolve with it. This is analogous to the adiabatic
evolution observed in the case of the Boltzmann equation in
the relaxation time approximation considered in Ref. [24].
Multidimensional phase spaces.—In realistic settings,

one may not be able to consider the full phase space, but
only some finite-dimensional, approximate representation
thereof. As an example of such a procedure, we have
studied a 16-dimensional subspace of the phase space of the
Boltzmann kinetic equation in the relaxation time approxi-
mation [64,65]. This subspace is captured by taking the
lowest 16 moments of the distribution function and solving
the evolution equations as in Ref. [18,19]. We followed the
evolution of a set of 240 initial conditions spanning a five-
dimensional manifold embedded in the 16-dimensional
phase. The results of an exploratory analysis of the
resulting dataset using PCA are illustrated by Fig. 4 and
described in more detail in the Supplemental Material [66].
This preliminary study supports the viability of the
proposed approach in multidimensional phase spaces.
Summary and outlook.—The pressure anisotropy AðwÞ

has been observed to exhibit universal behavior in various
models, characterized by different authors in terms of
concepts such as pullback or forward attractors or slow
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FIG. 2. Top: evolution of explained variance ratio of each
principal component in MIS-BRSSS models for circles (radius:
10−4) of initial conditions with centres lying in the middle of
initial dots of corresponding color in Fig. 1. Bottom: for large
enough values of w there is an exponential decay with a decay
rate consistent with twice the transient mode contribution to
AðwÞ. The initial dimensional reduction of the brown region we
view as triggered by the expansion rather than by nonhydrody-
namic mode decay [22].

FIG. 3. In HJSW, the evolution of a cloud in phase space can be
split into three stages, corresponding to the dimensionality of the
cloud. The reduction from three to two dimensions corresponds
to a collapse onto the slow region (blue region in plots). The plots
were made with Cη ¼ 0.75, Cτπ ¼ 1.16, and Cω ¼ 9.8.
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roll, all of which capture some aspects information loss in
dissipative systems. In this Letter, we have described
hydrodynamic attractors using concepts that allow for
generalizations to more realistic settings. We have shown
that this can be achieved by considering the phase space of
the theory, which alleviates the need to know in advance
which particular quantity makes attractor behavior mani-
fest. From this perspective, the hydrodynamic attractor is
associated with the more general notion of dimensionality
reduction of phase space regions.
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DIMENSIONALITY REDUCTION IN KINETIC
THEORY

As a test of our approach in a somewhat more realistic
example, we present some details of its application to the
dynamics of kinetic theory, specifically the Boltzmann
equation in the relaxation time approximation (RTA).
This setting was examined in the context of attractors in
a number of recent papers [S1–S3]. Most relevant for us
is the work of Strickland [S4, S5], who considered the dy-
namics of the moments of the distribution function and
demonstrated that they too show attractor behaviour. In
this work we study the same collection of moments but
instead of considering each of them separately, we view
them as coordinates on a truncated phase space. From
this perspective one apply the approach proposed in this
Letter to identify correlations between moments and de-
termine the effective dimensionality of a set of solutions
as it evolves.

In RTA kinetic theory, in boost-invariant flow, the dis-
tribution function satisfies [S6, S7]

f(τ, u, pT ) = D(τ, τ0)f0(u, pT )

+

∫ τ

τ0

dτ ′

τeq(τ ′)
D(τ, τ ′)feq(τ ′, u, pT ), (S1)

where f0 defines the initial conditions. u, τ and pT are
boost invariant variables and it is convenient to define
v ≡

√
u2 + p2T τ

2. The moments of the distribution func-
tion are defined by

Mnm[f ] ≡
∫
du

v
d2pT

(v
τ

)n (u
τ

)m
f. (S2)

We follow Ref. [S4, S5] closely in solving for the evolution
of moments. Each moment satisfies

Mnm(τ) = D(τ, τ0)Mnm[f0](τ)

+

∫ τ

τ0

dτ ′

τeq(τ ′)
D(τ, τ ′)Mnm[feq](τ ′) . (S3)

For an equilibrium distribution of the Boltzmann form

feq(τ, u, pT ) = e−
v

T (τ)τ , (S4)

each Mnm[feq] can be calculated analytically and are de-
termined by T (τ). The temperature is related to the
energy density by Landau matching and it follows that

the equation for M20 translates into a closed equation for
the temperature

T 4(τ) = D(τ, τ0)T 4[f0](τ)

+

∫ τ

τ0

dτ ′

2τeq(τ ′)
D(τ, τ ′)T 4(τ ′)H

(
τ ′

τ

)
, (S5)

where H(y) = y2 +
tan−1

(√
1
y2−1

)

√
1
y2−1

. Solving this equation

for T (τ) allows one to calculate every moment Mnm(τ).
As in the main text of our Letter, we consider a conformal
theory with

Tτeq = 5η/s (S6)

and we take η/s = 1/(4π). The scaled moments

M̄nm(τ) = Mnm(τ)/Mnm
eq (τ), (S7)

which all tend to unity at equilibrium, provide a natural
setting in which to study phase space dimensionality re-
duction in this model. This space is infinite-dimensional
but as in Refs. [S4, S5] we direct our attention to the 16
moments with n and m ≤ 3.

At large τ the effective temperature evolves according
to the Bjorken asymptotics (see Eq. (1)) up to exponen-
tially decaying corrections which reflect the spectrum of
non-hydrodynamic modes [S8, S9]. Given the time evo-
lution of individual moments [S4, S5], within the phase
space picture we expect that a single principal compo-
nent dominates the late time signal, while the rest should
decay exponentially.

Defining the dimensionless time variable w ≡ τ/τeq
(the normalization of this variable differs by a constant
factor from what is used in the main text), the behaviour
is even simpler. The power law piece of different solutions
becomes universal and the difference between two solu-
tions at late times is to leading order

δMnm ∼ e− 3
2wwβ , (S8)

where β is a certain set of complex numbers [S9]. Thus,
applying PCA to the set of solutions as a function of w,
the expectation is that all of them decay exponentially
with the same rate asymptotically. Note also that the
imaginary part of β leads to oscillations in logarithmic
time.
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FIG. S1. The derivative of the logarithm of the explained variances seems to approach a constant at large w, indicating
an exponential decay. All the components have a similar decay rate, showing that the collapse is somewhat uniform. As
was observed in BRSSS (see Fig. 2 in the main text), this decay rate is consistent with twice the decay rate of the non-
hydrodynamic modes (dashed magenta line). The oscillations whose frequency decreases at later times is also a feature shared
by the non-hydrodynamic modes, see Eq. (S8).

We choose as our family of initial conditions

f0(u, pT ) = A(T0)e−
√
u2/α2

0+p2
T
τ2
0

Λ0τ0 |u|cu |pT |cp , (S9)

where A(T0) is a normalization factor ensuring that the
initial temperature is T0. These initial conditions depend
on five parameters (T0,Λ0, α0, cu, cp). For these initial
conditions, it is easy to evaluate Mnm[f0] to arbitrary
precision. This is the reason why they were used earlier
in Ref. [S9] to explore hydrodynamization patterns in ki-
netic theory. Sampling these five parameters at the initial
point in time leads to an, at most, five-dimensional man-
ifold embedded in a 16-dimensional space. We sample
uniformly in (0.8-1.2 GeV, 0.8-1.2 GeV, 0.5-1.4, -0.5-1,
-0.5-1) and take τ0 = 0.1 fm/c.

In the BRSSS and HJSW models to which most of
the main text was devoted, we had much more control
over initial conditions and could choose them without
bias in any particular direction. The explained variances
were initially equal and the hierarchy that developed was
purely a result of the dynamics. The present case is more
challenging, as the initial conditions we use have a built
in bias which translates into a hierarchy of explained vari-
ances already at the initial time. Nevertheless, the evo-
lution exhibits the expected characteristics of dimension-
ality reduction also in this restricted setting. In Fig. 4
in the main text, we plot the explained variance ratio of
the six largest principal components as a function of τ .

At early times, the bias in initial conditions is the reason
for the large difference in explained variance. As time
elapses, the relative importance of the smaller ones grow
quickly, showing that the initial situation was not dynam-
ically preferred. At τ ≈ 15 τ0, dimensionality reduction
occurs leaving a single dominant component while the
rest decays exponentially. Surprisingly, at τ ≈ 22 τ0, the
second component stabilizes, albeit at a very small value.
We conjecture that this is due to the inherent limitations
of PCA to capture curved manifolds. If the curve cor-
responding to the hydrodynamic modes has curvature,
more principal components will be needed to describe it,
resulting in the behaviour we see in the figure. It would
be interesting to apply more sophisticated data analysis
methods that can capture such non-linearity, e.g. kernel-
PCA.

To characterize the decay rate, we use PCA on the
solutions as a function of w. In Fig. S1 we plot the
derivative of the logarithm of the explained variances.
At large w, they seem to saturate to a constant which
is consistent with the twice the decay rate of the non-
hydrodynamic modes. In addition, at earlier times we
see oscillations, whose frequency seem to decrease at
later times. This strengthens the connection to the non-
hydrodynamic modes, which exhibit oscillations in loga-
rithmic time.

We have demonstrated that PCA can be used to study
the dynamics of dimensionality reduction in theories with
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higher dimensional phase spaces. While kinetic theory is
in fact infinite-dimensional, all of this information will
never be physically relevant and one may truncate the
to a finite dimensional space (in this case, the lower mo-
ments of the distribution function). At late times, when
the dimensionality reduction is governed by interactions,
we can interpret the evolution of explained variances in
terms of hydrodynamic and non-hydrodynamic modes.
At earlier times, when the expansion is dominant, the
character of the collapse will be different [S3]. We leave
this analysis to future work.
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1 Introduction

Understanding nonequilibrium phenomena with hydrodynamic tails has been a very active
research direction of the past two decades. One motivation for this quest has been ultra-
relativistic heavy-ion collisions at RHIC and LHC and the success of hydrodynamic mod-
elling there [1–4]. Another set of motivations came from condensed matter and quantum-
many body physics [5]. There have also been more foundational questions driving this
field, such as existence of bounds on transport [6], or the character of the hydrodynamic
gradient expansion [7].

One of the driving forces in this endeavour was holography [8–10], in which the
nonequilibrium dynamics of a certain class of quantum field theories is represented by

– 1 –
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time-dependent geometries involving black holes [11]. Results in this context are often
based on numerical solutions of the equations of motion, with analytic or semi-analytic
insights limited to basically two cases: linear response theory around equilibrium or highly
symmetric dynamics. The former cases are based on Fourier transform techniques while
the latter concern situations which can be effectively captured as comoving flows known
from cosmology, or from heavy-ion collisions.

Our paper is directly motivated by such a description of ultrarelativistic heavy-ion
collisions in terms of a Bjorken flow — one-dimensional expansion of matter, which looks
the same in any coordinate frame boosted in the direction of expansion [12]. In the case
of conformal models, such dynamics can be expressed as a single function A(w) which
measures deviations away from local equilibrium. w is a dimensionless clock variable and
the key motivating point for our paper is that A has an asymptotic late-time form of a
transseries, i.e. a double expansion in powers of 1/w and an exponential suppression factor:

A =
∞∑

n=1
µnw

−n + e−Ωwwγ
∞∑

n=0
νnw

−n + . . . . (1.1)

The ellipsis in the above equation stands for other exponentially suppressed contributions
to the sum.

The first sum in (1.1) is the onshell hydrodynamic gradient expansion of the energy-
momentum tensor,

T ab = E Ua U b + E
d− 1(ηab + Ua U b) + Πab, (1.2a)

Πab = −η σab + η τ Dσab + λ1σ
〈a
cσ
b〉c + . . . , (1.2b)

where we focus on conformal theories and the ellipsis denotes three additional nonlinear
terms with two derivatives of velocity Ua which are irrelevant for our discussion, as well
as higher order contributions, see, for example, [1] for details. In (1.1), the µ1/w term
represents the shear viscosity η contribution and the µ2/w2 term represents the combined
effect of τ and λ1 [13]. More generally, each term µn/w

n comes from the nth order of the
hydrodynamic gradient expansion. The key aspect of [7, 14–17, 17–22] was the ability to
explicitly calculate higher order contributions to the sum (1.1) with the conclusion that
the gradient expansion evaluated on shell for the Bjorken flow diverges, i.e. µn ∼ n! at
sufficiently large n (see, however, [23]).

The second contribution in (1.1) is associated with transient, exponentially decaying
phenomena known from linear response theory and dressed in the hydrodynamic vari-
ables [24, 25], hence the other, also divergent gradient expansion with νn/w

n terms. As
is the case in the mainstream application area of resurgence in theoretical high-energy
physics [26, 27], i.e. coupling constant expansions in interacting quantum mechanical sys-
tems, the hydrodynamic sector carries information about transient phenomena through the
phenomenon of resurgence.

It is an important open problem to what extent the picture uncovered for Bjorken
flow, i.e. divergent hydrodynamic expansion and spatiotemporal dependence as transseries,
survives when symmetry assumptions are lifted. New light on this question was shed by our

– 2 –
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recent article [28], in which we combined linear response theory with the Fourier transform
to investigate convergence of hydrodynamic gradient expansion in linearized conformal
hydrodynamics in complete generality.

In linear response theory, a component of conserved currents ρ(t,x) acquires spatiotem-
poral dependence given by

ρ(t,x) =
∫

Rd
ddk ρ̂(t,k)eik·x, ρ̂(t,k) =

N∑

q=0
fq(k)e−i ωq(|k|) t, (1.3)

where ωq(k) are dispersion relations for different modes in the system.1 Hydrodynamic
modes are those for which

ωq(k) = κ kz + . . . , κ ∈ C, (1.4)

with Lifshitz exponent z > 0, which guarantees that dissipation accounted for by the
imaginary part of κ can be made arbitrary small by giving initial data support at arbitrarily
small k. The ellipsis in (1.4) denote terms with higher powers of k, which are a counterpart
of the hydrodynamic gradient expansion (1.2). The aforementioned transients are simply
contributions to the sum in (1.3) which do not share the property (1.4).

The aim of the present article is to build on [28] to construct a transseries solution
describing nonequilibrium processes going beyond the class of comoving flows represented
by Bjorken dynamics. Our guiding principle will be to have hydrodynamic phenomena
captured by the perturbative part of the transseries with nonperturbative transient phe-
nomena captured by higher transseries sectors — in analogy with Bjorken flow, where the
perturbative part is given by the 1/w expansion while the transient effects are expressed
by terms exponentially suppressed in w. In any given model, there may be many different
ways to construct such an expansion, e.g. by treating some microscopic parameter as small.
The expansion we use here can be applied to any model.

At the technical level, the key idea is to introduce a formal expansion parameter
for the transseries by rescaling space and time coordinates in Minkowski space where a
nonequilibrium phenomenon of interest takes place. Since we expect hydrodynamics to be
a late time phenomenon, we introduce a formal parameter ε through the rescaling

t→ t

εα
, x→ x

ε
, (1.5)

with α > 0, and treat ε as small. The resultant effect on (1.4), through the corresponding
scaling ω → εα ω, k → ε k, is given by,

ωq = κ εz−α kz + . . . . (1.6)

For a given hydrodynamic sector parameterized by some Lifshitz exponent z, the natural
choice is therefore the marginal one, α = z, preserving the hydrodynamic scaling (1.4).
This choice focuses attention on the sector of interest, whilst not scaling as far as to render
it trivial. It also has the desired effect of ensuring that all nonhydrodynamic modes appear

1This form of ρ(t,x) is appropriate, for example, for holographic systems or in hydrodynamic models.
In kinetic theory, the situation is more intricate, see, for example, [29].

– 3 –
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nonperturbatively in a small ε expansion, since they scale as ω = O(ε)−z. The outcome
is that the spectral decomposition (1.3) becomes a transseries in the parameter ε with
perturbative sectors corresponding to hydrodynamic mode contributions, and nonpertur-
bative sectors corresponding to nonhydrodynamic ones. We emphasise that ε is only a
formal parameter, and it takes the value ε = 1 at the end of the calculation.

For definiteness, in the present work we focus on nonequilibrium phenomena described
by the telegrapher’s equation

τ∂2
t ρ+ ∂tρ−D∂2

xρ = 0, (1.7)

which at large distances and long times describes diffusion, or z = 2 hydrodynamic scal-
ing (1.4). Later, unless we keep explicitly τ and D, we use their following numerical values

τ = D = 1
2 . (1.8)

The linear partial differential equation (1.7) is well-known in the literature and, as we review
in appendix A, it arises as the description of shear channel perturbations in the Müller-
Israel-Stewart (MIS) formulation of relativistic hydrodynamics [30].2 From a broader per-
spective, the telegrapher’s equation features prominently in the context of quasihydro-
dynamics [33], where it provides the simplest example of a diffusion-to-sound crossover.
Quasihydrodynamics is the natural generalization of standard hydrodynamics in the pres-
ence of weakly broken symmetries. Apart from MIS itself, examples of theories featuring
a diffusion-to-sound crossover described3 by the telegrapher’s equation include quantum
fluctuating superconductors [34], systems breaking spatial translations spontaneously in
the presence of phase relaxation [35] and, in the AdS/CFT context, probe branes at finite
temperature and large baryon density [36–38], models of momentum relaxation [39], higher-
derivative gravity [40, 41], and constructions based on generalized global symmetries that
describe dynamical electromagnetism in the boundary QFT [42, 43] or viscoelastic me-
dia [44].4 Furthermore, with a straightforward modification, our methods also apply to the
chiral magnetic waves in the presence of axial charge relaxation discussed in [46, 47]. These
observations suggest that the results we will derive in this work are potentially relevant for
a wide range of distinct physical systems.

After these considerations, let us comment briefly on the mode structure of the teleg-
rapher’s equation. We have two modes in the sense of (1.3):

ωH(k) = −i+ i∆(k)
2τ , ωNH(k) = −i− i∆(k)

2τ , ∆(k) =
√

1− 4Dτk2. (1.9)

Among these two modes, ωH is a hydrodynamic diffusion mode

ωH(k)→ −iDk2, k → 0, (1.10)
2In the AdS/CFT context, the natural counterpart of this problem would be a shear channel fluctuation

in all-order hydrodynamics as discussed in [31, 32].
3It is worth remarking that the telegrapher’s equation might only emerge in a suitable parametric limit.
4See also [45] for an embedding of the telegrapher’s equation into a field-theoretic context.

– 4 –



J
H
E
P
0
4
(
2
0
2
1
)
1
9
2

Figure 1. Real (left) and imaginary (right) parts of the hydrodynamic (solid black) and nonhy-
drodynamic (dashed orange) modes in the shear channel of the Müller-Israel-Stewart theory, as
functions of momentum. The modes are given by (1.9).

while ωNH remains gapped in the same limit. As figure 1 illustrates, both modes are
nonpropagating and purely decaying below a critical momentum

k2
c = 1

4Dτ , (1.11)

which corresponds to a branch point where the hydrodynamic and the nonhydrodynamic
modes collide in the sense introduced in [48] and developed in [49–54]. For τ and D

given by (1.8), k2
c = 1. Past the critical momentum, the modes acquire a propagating

component. For asymptotically large |k|, both modes become purely propagating, with a
linear dispersion relation ω → ±

√
D/τ k. This should not come as a surprise, since in the

end the telegrapher’s equation is nothing but a dissipative wave equation. If one wants to
impose relativistic causality with the speed of light set to unity, this requires D ≤ τ .5
Another illustrative perspective is to view the mode collision represented by the teleg-
rapher’s equation as the simplest incarnation of the so-called k-gap phenomenon, which
features widely across physics (see [55] for a review). Apart from the examples mentioned
before, the existence of a k-gap in the dispersion relation of the transverse collective ex-
citations is a crucial feature distinguishing liquids and solids [56–58]. Other instances of
the k-gap phenomenon in the AdS/CFT context include p-wave superfluids [59] or plas-
mons [60–62].

In the special case of the telegrapher’s equation, the expansion in powers of ε can
equally well be regarded as an expansion in powers of the relaxation time τ . In conse-
quence of our choice to seek a perturbative scheme in which hydrodynamic modes appear
at leading order while nonhydrodynamic degrees of freedom enter as nonperturbative cor-
rections, we observe that we are expanding around the acausal Navier-Stokes limit, and
nonperturbative contributions are necessary to ensure causality. Likewise, physical effects
of the propagating modes mentioned above enter only at the nonperturbative level. These
observations are illustrated further in appendix D, where we apply our perturbative scheme
to a particular example.

5In appendix B we discuss the causality properties of the telegrapher’s equation in more detail.
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From a more mathematical perspective, we will be studying solutions of a partial
differential equation (1.7) in the form of a transseries

ρ̂(t, k) =
∞∑

n=0
ân(t, k)ε2n + e−

t
τε2

∞∑

n=0
b̂n(t, k)ε2n, (1.12)

where the hats indicate momentum space quantities. One of the crucial points of our work
will be to make sense of this transseries expression in position space. Similar analyses of
other partial differential equations have been carried out before in various contexts, for
example in [63–65]. In holography, the large-w expansion of Bjorken flow [7, 20, 21] is
also governed by partial differential equations, the fully nonlinear Einstein equations with
negative cosmological constant.6 One of the interesting conclusions in [63–65] is that the
structure of the transseries may be different in different parts of space and time. As we
will see, this is also the case in our studies. Furthermore, in our study we want to stress
the dependence of the transseries on initial conditions.

Transseries have also been studied in the context of attractors in Bjorken flow [14]. The
non-perturbative contributions quickly decay, leaving a universal perturbative piece iden-
tified as the attractor. Similarly, in the present context there are many different solutions
that differ only by the behaviour of the transients. For that class of solutions, the perturba-
tive part acts as an attractor in the same sense.7 However, the Bjorken flow attractor arises
from far from equilibrium behaviour involving the fast expansion at early times [66] while
in this paper, because of linearity, all dynamics can be understood as small perturbations
away from equilibrium. On the other hand, we are able to study more general flows, but
leave open the question of what happens when non-linearities are introduced. Note on this
front that less symmetric, non-linear flows have been studied numerically in [66–69].

Finally, let us come back to our initial motivation, i.e. the (conformal) Bjorken flow,
and discuss the ε expansion and (1.12) in relation to w-transseries in (1.1). While the
Bjorken flow is a genuinely nonlinear one-dimensional expansion, nothing stops us from
applying an ε-rescaling (1.5) also to this case. Choosing x to be the expansion direction,
the boost-invariance forces the dynamics to depend on proper time τ =

√
t2 − x2 only (not

to be confused with the relaxation time τ). As a result, the natural rescaling preserving
the character of the proper time is the homogeneous one, i.e. α = 1, which simply takes
τ→ τ/ε. The clock variable is defined as

w ≡ τT (τ), (1.13)

where T (τ) is the local effective temperature associated with the local energy density. The
homogeneous ε expansion forces large proper time expansion of w in powers of ε2/3/τ2/3

starting with the term (ε2/3/τ2/3)−1. This reorganizes the transseries (1.1) from a transseries
in w, whose each perturbative contribution corresponds to a given order of hydrodynamic
gradient expansion evaluated on-shell, to a transseries in ε2/3/τ2/3. In the present work we

6When the microscopics is given by kinetic theory models, see [18, 19], the situation is even richer, as
the collisional kernel in the Boltzmann equation generically involves integration over momenta.

7The series is generically divergent, so it must be properly resummed or optimally truncated.
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will be working with the analogue of the latter expansion, whereas the former was discussed
in full generality in linearized hydrodynamics in our recent paper [28]. In appendix C we
discuss the link between the hydrodynamic gradient expansion and the perturbative part
of the ε transseries.

2 The momentum-space transseries and its Fourier transform

2.1 Constructing the transseries

In this section we construct transseries solutions to the telegrapher’s equation (1.7) in the
small formal parameter ε as defined in (1.5). Our starting point is thus the following
ε-rescaled telegrapher’s equation,

ε2τ∂2
t ρ(t, x) + ∂tρ(t, x)−D∂2

xρ(t, x) = 0, (2.1)

with (1.7) and its actual solution recovered by setting ε = 1. The point of introducing ε is
that this is the approach that one can adopt generally, for example in holography or kinetic
theory, while the τ -expansion is specific to the telegrapher’s equation and related systems.

Due to the spatial translational invariance of (2.1), it is convenient to work in momen-
tum space, where (2.1) reduces to a linear ODE,8

ε2τ∂2
t ρ̂(t, k) + ∂tρ̂(t, k) +Dk2ρ̂(t, k) = 0. (2.2)

One then immediately recognises an appropriate transseries ansatz for ρ̂(t, k) as ε → 0 as
given by (1.12). Plugging it into (2.2) and considering terms order-by-order in ε, reveals
the following pair of nested ODE systems

∂tân+1(t, k) +Dk2ân+1(t, k) + τ∂2
t ân(t, k) = 0, (2.3a)

∂tb̂n+1(t, k)−Dk2b̂n+1(t, k)− τ∂2
t b̂n(t, k) = 0. (2.3b)

where we take â−1 = b̂−1 = 0. We see that ân+1(t, k) obeys a heat equation sourced by the
previous order, while b̂n+1(t, k) is governed by the time-reversed equation. At this stage,
the two equations are decoupled from one another. In order to solve (2.3), we supplement
the equations with initial data at t = 0,

ρ(0, x) = u(x), ∂tρ(0, x) = v(x) (2.4)

and denote the corresponding Fourier-transformed functions as û(k), v̂(k). For the sake of
simplicity of presentation in what follows, we are going to focus on the u(x) = 0 case. At the
level of the expansion coefficients, this initial condition reduces to â0(t, k) = b̂0(t, k) = 0,
b̂1(0, k) = −τ v̂(k) and

ân+1(0, k) + b̂n+1(0, k) = 0, (2.5a)

b̂n+1(0, k)− τ(∂tân(0, k) + ∂tb̂n(0, k)) = 0, (2.5b)
8Momentum space quantities are denoted by a hat.
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where the last equality applies only for n > 0. The initial conditions couple the coefficients
arising in the perturbative series to those in the nonperturbative series. Finally, it is possi-
ble to find closed-form expressions for ân(t, k) and b̂n(t, k) that solve (2.3) and obey (2.5).
They are given by

ân+1(t, k) =
22nΓ(n+ 1

2)√
πΓ(n+ 1)D

nτn+1k2n
1F1

(
2n+ 1, n+ 1,−Dk2t

)
v̂(k), (2.6a)

b̂n+1(t, k) = −ân+1(−t, k). (2.6b)

Let us now turn our attention to position space. Our guiding principle here will be
to define the expansion coefficients of a given sector of the position space transseries as
the inverse Fourier transform of the corresponding momentum space coefficients, as long
as this inverse Fourier transform exists for positive real t. This is always the case for
the perturbative sector of (1.12) (i.e. the ân coefficients). In fact, the perturbative sector
proceeds straightforwardly, and we can immediately obtain closed-form results which we
present in the remainder of this section. Nonperturbative contributions in position space
are both subtle and interesting, and later sections of this paper are devoted to this topic.

The position space coefficient,

an+1(t, x) ≡
∫

R
dk ân+1(t, k)eikx (2.7)

can be computed in closed form, with the result

an+1(t, x) =
τn+1Γ(n+ 1

2)2

2π 3
2
√
DΓ(n+ 1)tn+ 1

2
(Kn+1 ∗ v)(x), (2.8)

where ∗ represents a convolution in the spatial coordinate, and the (n+1)-th kernelKn+1(x)
is given by

Kn+1(x) = 1F1

(1
2 + n,

1
2 − n,−

x2

4Dt

)
. (2.9)

An alternative representation of the same result is given by

an+1(t, x) = (−1)nDnτn+1
n∑

q=0

(
2n
n− q

)
Dqtq

q! ∂2(n+q)
x (G0 ∗ v), (2.10)

where G0(t, x) is the propagator for the heat equation,

G0(t, x) = e−
x2
4Dt

2
√
π
√
Dt

. (2.11)

With ân+1(t, k) and an+1(t, x) now computed, we can arrange them to produce a piece
of the full solution for ρ̂ and ρ respectively. These we label with a superscript ‘H’,

ρ̂(H)
ε (t, k) ≡

∞∑

n=0
ân+1(t, k)ε2n+2, ρ(H)

ε (t, x) ≡
∞∑

n=0
an+1(t, x)ε2n+2, (2.12)
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and since we obtained them by inverse Fourier transform of a series in ε we have added
a subscript ε to denote the fact that they are not exact in ε. In the light of (2.10), each
term in ρ(H)

ε (t, x) corresponds to a gradient series in ∂2
x acting upon a solution of the heat

equation that depends on the initial data. In this sense, as advocated in the Introduction
and expanded upon in appendix C, ρ(H)

ε (t, x) provides a particular reorganization of a
gradient expansion construction of the contribution of the hydrodynamic mode to ρ(t, x),
hence the label ‘H’. The convergence of ρ(H)

ε (t, x) will be the focus of the next section, and
we refer the reader to appendix D for an analysis of how well ρ(H)

ε (t, x) — when we set
ε = 1 — reproduces the exact microscopic ρ(t, x) in a particular example.

2.2 Large-order behavior
In this section we analyse the large-order behavior of ρ(H)

ε (t, x)
∣∣
ε=1. We first provide a fully

general, model-independent condition for the convergence of this object, which relies only
on the support of the initial data in momentum space. Then, we discuss the large-order
behavior of the series for initial data where this condition fails.

We begin by splitting the full microscopic ρ(t, x) into hydrodynamic and nonhydro-
dynamic mode contributions, ρ(t, x) = ρ(H)(t, x) + ρ(NH)(t, x), as defined by individual
contributions to the Fourier integral along a path γ,9 where

ρ(H)(t, x) ≡
∫

γ
dk ρ̂(H)(t, k) eikx, ρ̂(H)(t, k) = fH(k)e−i

ωH (εk)
ε2 t, (2.13)

with analogous expressions for the nonhydrodynamic mode, NH. As written, these ex-
pressions are exact in ε, and notationally this is indicated by the lack of an ε subscript.
For our choice of initial data ((2.4) with u = 0), we have

fH(k) = −fNH(k) = ε2τ√
1− 4Dτε2k2 v̂(k). (2.14)

By series expanding the exact ρ̂(H)(t, k) around ε = 0 we recover the perturbative sector
of the momentum space transseries, ρ̂(H)

ε (t, k), computed earlier (2.12). The existence of
two branch points in ωH(εk) and fH(k) at εk = ±|kc| implies that, for ε|k| > |kc|, ρ̂(H)

ε is a
divergent series. On the other hand, in defining ρ(H)

ε we assumed that the momentum space
integral commutes with the infinite sum in ρ̂

(H)
ε , in such a way that the individual series

expansion coefficients, ân and an, were directly related by the Fourier transform. Hence,

ρ(H)
ε (t, x) =

∫

R
dk ρ̂(H)

ε (t, k)eikx. (2.15)

From the expression above it is immediate to see that, unless the momentum space support
of the initial data v̂ is restricted to10

|k| ≤ |kc|
ε
, (2.16)

9Note that the splitting is only unequivocally defined once a particular integration path γ is specified.
While, for entire initial data û(k) and v̂(k), ρ(t, x) is the Fourier transform of an entire function, this is not
the case for the individual hydrodynamic and nonhydrodynamic contributions as defined in the text, due
to the branch points of the mode frequencies at k2 = k2

c . Each individual contribution is well-defined only
after a particular γ to go around the corresponding branch cuts has been provided.

10Recall that one should set the formal parameter ε = 1 at the end of the analysis.
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Figure 2. The ratio test for the perturbative sector in position space for initial data (2.17). Left:
the ratio q defined in (2.19) vs. maximum support of the initial data in momentum space, A, at
t = 1. Right: q vs. t for different values of A; from top to bottom, A2 = 1.5, 1.1, 0.9 and 0.5.

the integral contains contributions from the momentum space region where ρ̂(H)
ε diverges.

Modulo fine-tuned cancellations, the natural expectation to draw from this analysis is that
the series ρ(H)

ε does not converge if the initial data does not satisfy the condition (2.16).
It is important to note that, even if we have obtained (2.16) for a particular class of

initial data for the telegrapher’s equation, its applicability is not restricted to this example.
As long as the hydrodynamic mode frequency ωH(k) has a complex singularity at |k| = |kc|
and fH(k) is analytic for |k| ≤ |kc|, equation (2.16) will hold. It can be argued that the
existence of this complex singularity in ωH(k) is a necessary condition for a microscopic
theory to behave causally [28]. From this viewpoint, ρ(H)

ε would be a divergent series
in any theory that respects relativistic causality for generic initial data with unrestricted
momentum space support.

In order to illustrate how the convergence condition (2.16) applies to our case, we
consider compactly supported initial data in momentum space of the form

v̂(k) = 1
2πΘ(A2 − k2), (2.17)

where Θ denotes the Heaviside step function. These initial data correspond to a regularized
δ-function in position space. For x = 0, an(t, 0) can be explicitly computed

an+1(t, 0) =
24nDnτn+1A2n+1Γ(n+ 1

2)2

π2Γ(2n+ 2) 2F2

(
2n+ 1, r + 1

2;n+ 1, n+ 3
2 ,−A

2Dt

)
.

(2.18)
To check whether the series expansion defined by the coefficients above is convergent,

we use the ratio test and compute numerically

q = lim
n→∞ qn, qn = |an+1/an|. (2.19)

A sufficient condition for convergence is that q < 1. In figure 2 (left), we plot q as a
function of A at t = 1. We always find that q = A2 to exceedingly good accuracy. This
implies that ρ(H)

ε (t, x)
∣∣
ε=1 only converges for A < 1, i.e., for initial data with no support

for |k| > |kc| = 1 in k-space. If the support exceeds this bound, we obtain a divergent
asymptotic series. This statement is time-independent, as figure 2 (right) shows.

– 10 –



J
H
E
P
0
4
(
2
0
2
1
)
1
9
2

It is worth mentioning that, as long as |kc| < A < ∞, the series divergence is just a
geometric one. A factorial growth of the an(t, 0) coefficients only appears in the A → ∞
limit. In this case, v(x) = δ(x),

an+1(t, 0) =
τn+1Γ(n+ 1

2)2

2π 3
2
√
DΓ(n+ 1)tn+ 1

2
, (2.20)

and it follows that the ratio between successive coefficients increases linearly with n,

qn ∼
τ

t
n, (2.21)

implying a factorial divergence.
We have found that the correlation between the infinite support of the initial data in

k-space and the factorially divergent character of ρ(H)
ε (t, x)

∣∣
ε=1 always extends beyond the

particular case of δ-function initial data discussed above. This is the behavior to expect
for generic initial data: initial data with a sharp cutoff in momentum space represent fine-
tuned states from a position space perspective, in the sense that any modification of the
initial data which is localized in position space — for instance, by any Gaussian — would
make the momentum space support unbounded.

Let us illustrate further the generic factorial divergence of the perturbative series by
focusing on the example provided by Gaussian initial data of the form11

v(x) = e−
x2
2s2√

2πs2
, v̂(k) = 1

2πe
− 1

2 s
2k2
, (2.22)

As it happened with our compactly-supported initial data, this case is also analytically
solvable at x = 0. We obtain

an+1(t, 0) =
23nτn+1DnΓ(n+ 1

2)2
√

2π 3
2 s2n+1Γ(n+ 1)

2F1

(
n+ 1

2 , 2n+ 1, n+ 1,−2Dt
s2

)
. (2.23)

These coefficients, which diverge factorially as n → ∞, show a more intricate behavior
than their δ-function initial data counterparts. As n→∞,

qn ∼ r−1n, r = s2

8Dτ µ

(2Dt
s2

)
, (2.24)

where the function µ depends only the scaling variable

η = t

tc
, tc = s2

2D, (2.25)

and is given by

µ(η) =





(1 + η)2, η < 1

4η, η > 1.
(2.26)

This implies that, for Gaussian initial data, qn only shows the behavior of δ-function initial
data for times greater than a critical time. In figure 3, we plot how r evolves with t for

11See appendix F for initial data of the Lorentzian form, i.e. v(x) = α
π(x2+α2) .
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Figure 3. Factorial growth prefactor r defined by (2.24) (left) for Gaussian initial data obtained
numerically from (2.23), as a function of time, for s = 1/4 (left) and s = 16 (middle). Both sets of
data collapse on a single universal curve as shown in the right plot, which confirms (2.24) (right).

s = 1/4 (left) and s = 16 (center). These two curves, when re-scaled by 8Dτ/s2 and
expressed as functions of 2Dt/s2, collapse to a universal function, which agrees with µ(η)
(right, in blue).

Let us close this section by mentioning that the r parameter can be equivalently ex-
tracted by means of Borel transforms. Given a factorially divergent asymptotic series

f(ε2) =
∞∑

n=0
cn(ε2)n, (2.27)

its Borel transform fB(z) given by

fB(z) =
∞∑

n=0

cn
n! z

n, (2.28)

and, by definition, has a finite convergence radius in z. This convergence radius is set
by the singularity which is closest to the origin in the complex z plane. In general, the
analytical continuation of fB(z) to complex z cannot be computed in closed form and
some approximation technique needs to be invoked. A common choice is to use Padé
approximants. The (m,n)-Padé approximant of fB(z) is the unique rational function

P(z) =
∑m
p=0 apz

p

1 +∑n
p=1 bpz

p
(2.29)

such that
fB(z)− P(z) = O(zm+n+1). (2.30)

A well-known property of Padé approximants is that branch cuts in fB(z) manifest them-
selves as lines of pole condensation in P(z). For the Gaussian initial data (2.22), including
their δ-function limit s→ 0, we always find a line of pole condensation along the positive
z-axis starting at

zc = r, (2.31)

where r is given by (2.24). Therefore, we conclude that the exact analytically-continued
Borel transform has a branch point at this location, as expected on the basis of the large
order behaviour of the series. Note, however, that for Gaussian initial data the location of
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the branch point depends on t/tc, and is given by t/τ only for t > tc. For t < tc the branch
point location also depends on the initial data through its dependence on s. Note that a
condensation of poles can hide more than a single branch cut,12 as happened, for example,
in [14]. We will come back to this point in the next section, where we discuss the physical
origin of these singularities and their dependence on t.

3 Saddle point analysis

In this section we take a different perspective and address the ε→ 0 limit of the hydrody-
namic mode contribution ρ(H)(t, x) by means of a saddle point analysis. As we will show,
and as expected on general grounds, this procedure allows us to understand the physical
origin of the branch points in the Borel plane.

To start, let us consider a schematic integral

I(λ) =
∫

γ
duG(u) eλS(u), (3.1)

and focus on its behavior for |λ| → ∞. For us, the parameter λ will be simply 1
ε2 and

we introduce it purely for notational convenience. This behavior can be obtained from a
saddle point analysis. The relevant analysis can decomposed intro three subsequent steps.
First, one finds the stationary points us of the ‘action’ S(u),

d

du
S(u)

∣∣∣
u=us

= 0. (3.2)

Second, the steepest descent contours emanating from these saddle points are determined.
The steepest descent contour γs associated to the us saddle point is the path emanating
from us along which ReS(u) decreases the fastest. It obeys

ImλS(u(ξ)) = ImλS(us). (3.3)

Finally, one decomposes the original integration path γ into steepest descent contours γs
and calculates the corresponding integrals in a |λ| → ∞ expansion.

The steepest descent path associated to a saddle u0 can collide with another saddle u1
when arg λ is such that ImλS(u0) = ImλS(u1). These saddles are known as adjacent
saddles [70] and play a prominent role in controlling the large-order behavior of the |λ| →
∞ expansion around the original u0 saddle. In particular, when considering the Borel
transform of this |λ| → ∞ expansion, adjacent saddles manifest themselves as branch
points in the Borel plane [71], located at

zc = −(S1 − S0). (3.4)
12For example, for fB(z) =

√
1− z+

√
2− z, the Padé approximation (2.29) is going to display a conden-

sation of poles emanating from 1 towards larger values of z on the real axis. The poles with 1 ≤ z < 2 will
correspond to the branch cut associated with

√
1− z and the poles with z ≥ 2 will include also contributions

from the branch cut associated with
√

2− z.
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Figure 4. Level plots of the saddle point actions Re SH(t, k) (left) and ReSNH(t, k) (right) for
ε = eiθ for Gaussian initial data (2.22) with s = 1, t = 0.5 and θ = 0.1. The saddle points
are denoted by the black stars and associated steepest descent paths are shown in red (k = 0,
hydrodynamic), green (k0, nonhydrodynamic) and blue (k±). The red path crosses the branch cuts
(visible as white discontinuities in the plots) and continues on the other sheet, while the green path
ends at the k± saddles.

Let us apply this line of reasoning to understand the large-order behavior of ρ(H)
ε (t, 0) we

reported in the previous section for the case of Gaussian initial data (2.22). In this case,
we have that

ρ(H)(t, x) =
∫

γ
dk GH(k) e

SH (t,x)
ε2 , GH(k) = ε2τ

2π
√

1− 4Dτε2k2 , (3.5)

with action
SH(t, x) = −1

2s
2ε2k2 + (−1 +

√
1− 4Dτε2k2)t

2τ + iε2kx. (3.6)

The analogous expressions for ρ(NH), GNH and SNH are obtained by flipping the sign of
the square root in (3.6). The most important point to draw from the expression above is
that the initial data contribute nontrivially to the relevant action and, as a result, also to
its saddle points. Up to this point, our expressions are exact in ε.

When x = 0, the saddle points of SH , SNH are as follows. For SH , we have a single
saddle point located at k = 0 with vanishing action. On the other hand, SNH has three
saddle points. The first one is located at k = k0 = 0 at all times and has action

S0 = − t
τ
. (3.7)

The positions of the two remaining ones are time dependent

k = k± = ±
√

1−
(
t

tc

)2
kc (3.8)
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Figure 5. For s = 1, level plot of ReSNH(t, k) for ε = 1, superimposed with the steepest descent
contours emanating from the k = 0 hydrodynamic saddle for different values of ε = eiθ. Solid red
lines, from lighter to darker, correspond to θ = 2.5 × 10−3, 2.5 × 10−4, 2.5 × 10−5. Dashed lines
represent the negative values of θ, with the same color code. Black stars correspond to saddle point
locations. Left: t = 0.9. Right: t = 1.1

with tc given by (2.25) and lead to actions

S± = −1
2s

2
(

1 + t

tc

)2
k2
c . (3.9)

At t = 0, the k± saddles start at the critical momenta ±kc. As t grows, they approach
each other along the real k-axis, until colliding with the k0 saddle at t = tc. Past this time,
they recede from the origin in opposite directions along the imaginary k-axis.

The perturbative sector of our transseries, ρ(H)
ε (t, x), corresponds to the saddle point

expansion around the hydrodynamic saddle.13 Crucially, for complex

ε = |ε|eiθ, (3.10)

the steepest descent path emanating from this saddle crosses the branch cuts in the hydro-
dynamic dispersion relation and continues on the nonhydrodynamic sheet. Once there, this
path can collide with adjacent nonhydrodynamic saddle points at specific values of θ. An
example of this behavior is provided in figure 4, where we also show the steepest descent
contours associated to the three nonhydrodynamical saddles.

Figure 5 (left) further illustrates the behavior of the steepest descent path for the
hydrodynamic saddle on the nonhydrodynamic sheet as θ → 0 for 0 < t ≤ tc. Solid red
lines, from lighter to darker, represent the values θ = 2.5×10−3, 2.5×10−4 and 2.5×10−5,
while dashed red lines represent their negatives. As θ approaches zero, the steepest descent
path gets progressively closer to the k± saddles before veering off to infinity. Furthermore,

13See appendix E for further technical details.
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θ = 0 marks a discontinuous change in the path behavior, which is the reason why we
considered θ as a parameter to vary; for instance, the quadrant in which the red curve
extends to infinity undergoes a sudden change. These observations are compatible with the
hypothesis that k± are the adjacent saddles controlling the divergence of the perturbative
series expansion. On the other hand, as illustrated in figure 5 (right), the collision of
nonperturbative saddle points at t = tc causes the nature of the adjacent saddles to change:
past tc, k0 becomes a new adjacent saddle for the hydrodynamic steepest descent contour.

We can now relate this saddle point analysis to the singularities we observed in the
Borel plane in section 2.2. Since for t > tc we have that |S0| < |S±|, the above observations
entail that the branch point of the Borel transform which is closest to the origin should go
from being located at zc = −S± for t < tc to being located at zc = −S0 for t > tc. This
prediction matches precisely the behavior of r reported at the end of section 2.2.

Let us emphasize that for t > tc the branch point associated to the S± adjacent saddles,
z± = −S±, does not disappear. What actually happens is that, since both z0 = −S0 and
z± are real positive quantities with z± > z0, the branch cut associated to z0 superimposes
with the branch cuts associated to z±, causing the latter to be superficially hidden in the
Borel plane (as we illustrated using a simple example in footnote 12).

To expose the hidden z± branch points, we proceed along the lines of [72]. We take
our original Padé approximant P(z) and introduce the variable change z = z(w), with
z(w) analytic at w = 0. Then, we series expand P(z = z(w)) around w = 0. Finally, we
compute the Padé approximant of the resulting series, P(ω). By a suitable choice of z(w),
the images of our original branch points lead to non-superimposing branch cuts in the w
Borel plane. A convenient choice of variable change is as follows. Define

z(w) = zc
2w

1 + w2 (3.11)

with zc being, as before, the branch point closest to the origin in the z Borel plane. The
variable change (3.11) maps a point z ∈ (zc,∞) to two complex conjugated images on the
right half of the |w| = 1 unit circle, with zc being mapped to w = 1.

For t < tc, the pole structure of P(w) is as shown in figure 6 (left). We see three
lines of pole condensation: two of them are complex conjugated and emanate from the
singular points of the map (3.11), located at w = ±i, and are therefore unphysical; the
third one starts at w = 1 and runs along the positive real axis. This latter line corresponds
to the original branch cut starting at zc = z±. For t < tc we see no trace of additional
branch points associated to z0 in the w plane, confirming that for t < tc k0 is not an
adjacent saddle.

On the other hand, for t > tc, this state of affairs changes. As figure 6 (right) shows,
besides the branch point at w = 1 corresponding now to zc = z0, we also find two ad-
ditional, complex conjugated lines of pole condensation emanating from the unit circle.
It is immediate to check that these points are nothing but the images of z± under the
map (3.11). These images are represented by the upper and lower blue stars in the figure.
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Figure 6. Poles of the Padé approximant P(w) for t = 1/2 (left) and t = 3 (right) for Gaussian
initial data with s = 1. The blue stars signal the images of z0 and z± under the map (3.11), while
the dashed black line corresponds to the |w| = 1 circle.

4 Superexponential decay of the nonhydrodynamic saddle points

From a physical standpoint, the existence of the k+, k− saddles bears crucial consequences
for the late-time behavior of the nonhydrodynamic mode contribution ρ(NH) for the Gaus-
sian initial data, (2.22). To expose these consequences, for the rest of this section we focus
on the original ε = 1 telegrapher’s equation. We take the integration path γ, used to
compute ρ(NH), to lie strictly below the real axis in the complex k-plane. With this choice
of path, ρ(NH) is real. Linearity of the telegrapher’s equation means that ρ(NH) is now a
fully-fledged solution to the telegrapher’s equation on its own, associated to the initial data,

û(k) = −τe
− 1

2 s
2k2

2π∆(k) , v̂(k) = e−
1
2 s

2k2(1 + ∆(k))
4π∆(k) , (4.1)

in such a way that fH(k) = 0.14 In the remaining part of this section, we will denote this
solution simply as ρ.

The chosen integration path γ can be deformed into the steepest descent contour
associated with the k− saddle-point (see figure 7). Therefore, the natural expectation is
that the late-time behavior of the initial data (4.1) at x = 0 is controlled by the S− action,
which predicts a late-time decay faster than e− t

τ .
Two questions arise naturally at this point. The first one is whether the faster-than-

exponential decay we have uncovered extends to finite x. The second one is whether the
existence of these additional saddle points extends to generic initial data with Gaussian
asymptotic behavior as k →∞.

Both questions can be answered affirmatively by the following argument. For initial
data with Gaussian asymptotic behavior, the relevant action to consider in the nonhydro-

14Since we integrate along a path γ that goes strictly below the real axis, the singularities of ∆ do not
require attention.
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Figure 7. Level plot of ReSNH(t, k) for Gaussian initial data with s = 1 at t = 3/2. The dashed
red line shows the γ integration contour; the solid red line is the steepest descent path emanating
from the k− saddle.

dynamic sheet at finite x is (we take ε = 1 from now on)

SNH(t, k) = −1
2s

2k2 − 1
2τ
(
1 +

√
1− 4Dτk2

)
+ ikx. (4.2)

By solving the saddle point equation in a late-time expansion, we find a saddle k∗ located
in the lower half complex k-plane given by15

k∗ = −i
√
D

s2√τ t+ i
x

s2 + i
s2

8D 3
2
√
τ

1
t

+ . . . , (4.3)

with action

S∗ = SNH(t, k∗) = − D

2τs2 t
2 − 1

τ

(
1
2 −
√
Dτ

s2 x

)
t− s4 + 4Dτx2

8Dτs2 + . . . . (4.4)

As the expression above shows, the finiteness of x does not change the leading order late-
time behavior of S∗ we encountered before for x = 0. Moreover, only the asymptotic
behavior of the initial data at large k matters in reaching this conclusion.

To test whether the late-time behavior predicted by (4.4) is actually realized, we select
the logarithmic derivative ∂t log ρ(t, x) as our probe. According to (4.4), we must have that

∂t log ρ(t, x) = − D

τs2 t−
(

1
2τ −

√
D√
τs2x

)
+ . . . (4.5)

In order to check whether equation (4.5) holds, we restrict ourselves to initial data in which
we multiply the Gaussian appearing in (4.1) by a polynomial P (k) (taken to be a function

15We assume that x > 0 in what follows.
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Figure 8. Left: ∂t log ρ for s = 1 and P (k) = 1. Solid blue lines correspond to the numerical
integration of the exact expression, dashed black lines to the late-time behavior prediction (4.5).
From bottom to top, x = 0, 1 and 2. Right: same as left, now with P (k) given by a even, fourth-
order polynomial in k with generated once and for all random coefficients.

of k2 with real coefficients), fix s, and compute numerically ∂t log ρ(t, x) for a range of
spatial positions. In figure 8, we show results for P (k) = 1 (left) and a fourth-order P (k)
with random coefficients drawn from the interval [−1, 1] (right), for s = 1 and at x = 0, 1
and 2. These results are in agreement with the hypothesis that the nonhydrodynamic
contribution displays a faster-than-exponential decay.

The physical origin of the faster-than-exponential decay is propagation of the data
with a Gaussian tail rather than an effect of dissipation governed by the imaginary part of
the mode frequency. To see this, note that (4.4) can be suggestively rewritten as

S∗ = − s2

8Dτ −
t

2τ −

(
x−

√
D
τ t
)2

2s2 + . . . . (4.6)

It is (the tail of) a Gaussian peak propagating in the direction of the positive x with
velocity

√
D
τ and decay rate 1

2τ . These values match the propagating modes at large k seen
in figure 1. Figure 9 shows the utility of this line of reasoning. In this figure we plot a dense
set of snapshots of ρ — determined by direct numerical integration — as a function of x.
We observe that the initial data (4.1) indeed evolve as a propagating wave that recedes
from x = 0 as time grows. Furthermore, as the argument above suggested this wave gets
progressively damped, but just exponentially so.

5 Stokes phenomena in spacetime

For Gaussian initial data, figures 5 and 6 show that both the saddle point structure and the
Borel plane structure take a different character depending on whether t is larger or smaller
than the critical time tc = s2/2D. The transseries also undergoes an abrupt change, known
as a Stokes phenomenon [27]. It occurs when crossing a point where the imaginary part of
the action is the same, i.e.

Im (S0 − S±) = 0. (5.1)
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Figure 9. Spacetime evolution of e t
2τ ρ(t, x) for the initial data (4.1) with s = 1. We have

multiplied by e t
2τ to factor out the leading late time decay of the wave (recall that D = τ = 1/2 in

our numerical computations).

If we consider the action as a function of complex t, with all other parameters real16 and
x = 0, this condition is realized when

Im t = 0 or (5.2a)

Re t = s2

2D. (5.2b)

As the Stokes line at s2

2D is crossed along the real axis, the contribution of the S0 saddle is
turned off and the contributions of S− and S+ are turned on.

In terms of the coefficients bn(t, x), this is seen as follows. Recall that for Gaussian
initial data of the form (2.22), b̂n(t, k) = −ân(−t, k), where ân(t, k) is given by (2.6a). For
k ∈ R and as |k| → ∞, we have that b̂n+1(t, k) behaves as

b̂n+1 = dnt
nk4ne−D(tc−t)k2 + . . . , dn ∈ R (5.3)

Therefore, the Fourier integral that computes bn(t, x) exists for positive real t as long as
t < tc. The result is bn(t, 0) = −an(−t, 0) with the latter given by (2.23). This changes
dramatically for t > tc, where the Fourier integral diverges along the standard Fourier
contour. The contour must be deformed to the k− saddle point.

For x = 0 this series expansion can be computed in closed form, with the end result that

ρ(NH)
ε (t, 0) = e

S−
ε2
∞∑

n=0
cn+1(t, 0)ε2n+2, (5.4a)

cn+1(t, 0) =
(−1)n+12F1

(
1
2 ,−2n, 1

2 − 2n, η+1
η−1

)

2n+ 3
2 t
n+ 1

2
c (η + 1)2n

√
η2 − 1Γ (n+ 1) Γ(1

2 − 2n)
, (5.4b)

16There is no obstruction against considering complex values of s, which give rise to oscillating solutions.
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Figure 10. Left: for s = 1, r as a function of t as determined directly from the closed-form
expression for cn(t, 0) (open red circles) vs. the function S0 − S− (solid blue line). Right: poles of
the Padé approximant of ρ(NH)

ε (t, 0) at t = 3/2 for s = 1.

where η = t/tc > 1. This series is factorially divergent. We find that the ratio test
behaves as ∣∣∣∣

cn+1(t, 0)
cn(t, 0)

∣∣∣∣ ∼
n

r
, n→∞ (5.5)

where r is a function given by the difference between the k0 and k− saddle point actions,

r(t, s) = S0 − S− = − t
τ

+ (s2 + 2Dt)2

8Dτs2 . (5.6)

We provide an example of this behavior in figure 10 (left). In line with this result, the
Padé approximant to the Borel transform of the asymptotic expansion (5.4a) displays a
line of pole condensation along the negative real axis, starting at zc = S− − S0 (see the
right plot in figure 10). This location of the branch cut follows from the fact that k = 0 is
an adjacent saddle for the steepest descent contour emanating from k− when arg ε2 = π.

To summarize, for these initial data, we take our nonperturbative transseries sector to
be defined by

ρ(NH)
ε (t, 0) =





e
S0
ε2
∞∑

n=0
bn+1(t, 0)ε2n+2, t < tc

e
S−
ε2
∞∑

n=0
cn+1(t, 0)ε2n+2, t > tc.

(5.7)

We see that the form of the nonperturbative transseries sector depends on the spacetime
location. This is the reason why we started with the transseries in momentum space,
see (1.12), which is uniquely defined in terms of the modes in the system.

This kind of Stokes phenomena in spacetime is not unique to this model. It has
been investigated previously in, for example, references [63–65]. Those studies show that
nonlinearity can also be handled and that a more intricate higher-order Stokes phenomenon
can occur.

To close this section, let us emphasize the role that the initial data plays in the space-
time picture. Rather than the Stokes phenomenon occurring as t is varied, one can equiv-
alently regard it as occurring as the initial data is varied. It arises here because the
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transseries coefficients depend on the initial data, which we expect is generic and holds
also in nonlinear models. If a richer set of initial conditions were considered, a richer
set of transseries sectors could be the result. The takeaway lesson here is that both the
spacetime location as well as the initial data must be taken into account when formulating
the transseries.

Finally, we refer the reader to appendix G, where we employ Borel resummation to
illustrate how the exact ρ(H)(t, 0), ρ(NH)(t, 0) — as determined by a numerical integration
— can be recovered from the asymptotic expansions ρ(H)

ε (t, 0), ρ(NH)
ε (t, 0).

6 Discussion

The main motivation for our work is understanding nonequilibrium phenomena with a
hydrodynamic tail by expressing them as transseries with resurgent relations connecting
their various sectors. This point of view originates from the studies of expanding matter
in ultrarelativistic heavy-ion collisions described by the paradigmatic example of Bjorken
flow. Our work proposes and explores an approach that allows one to frame more general
examples of dynamics in the same kind of language. We focus on the linearized regime
but, reminiscent of [73], transseries techniques can in principle be applied when deviations
from equilibrium are large. It would very interesting to study this question in detail, and
to make contact with far from equilibrium attractors, which we leave for future research.

To describe a nonequilibrium process with a transseries one needs to define a small
parameter. Guided by results from Bjorken flow, we introduce a formal parameter ε based
on rescalings of spacetime coordinates (1.5), that organizes the hydrodynamic and nonhy-
drodynamic contributions into different transseries sectors. While the momentum space
picture is straightforward, when passing to coordinate space we see new features which are
as yet unseen in Bjorken flow and other expanding plasma systems.

In particular, we find that the initial conditions affect the form of nonperturbative
contributions in ε in the spacetime picture. In our work we focused on a particular simple
yet rich and widely encountered equation of motion — the telegrapher’s equation (1.7)
— and a few classes of initial conditions. The nonhydrodynamic sector of the transseries
took on two different forms. One is as a nonpropagating transient mode evaluated at zero
momentum, similar to what was found in the Bjorken flow. However, when the initial
conditions produce propagating wave packets, the receding tails of these wave packets gave
rise to new transseries sectors. We have seen then that the decay of the nonhydrodynamic
data is not only governed by the transient mode at zero momentum, but also by the form
of the initial data and the dispersion relations at finite momentum.

While we observed this phenomenon for the telegrapher’s equation, its ingredients
seem to originate from the underlying causality of the system. This is necessarily shared
by all the models of relativistic matter, in particular holography, which suggests that it
is ubiquitous.17 In studies of the transition to hydrodynamics in relativistic heavy-ion

17Perhaps similar phenomena can even occur in the holographic Bjorken flow. One can view the gravity
dual to the Bjorken flow as a set of nonlinear wave equations with constraints in two variables. This is not
too dissimilar from what we considered here if the transseries analysis is extended into the bulk.
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collisions using holography, the dominant theme has been the decay of transient modes as
the mechanism governing it. Here we see that contributions from the nonhydrodynamic
sectors can propagate away from a given spatial location, which effectively may render them
zero. It would be very interesting to understand possible phenomenological implications of
this observation.

Finally, let us comment on the utility of transseries solutions. The transseries allows
one to organize hydrodynamic and nonhydrodynamic phenomena using a unified mathe-
matical language. This is crucial when the hydrodynamic gradient expansion diverges and
requires resummation. The transseries provides a framework to resum it yielding a unique
answer for a nonequilibrium solution. Furthermore, transseries provides a way to encode
different asymptotic behavior in different spacetime regions, or for different initial data.
Transitions between these behaviors are described by the Stokes phenomena. In our case,
these considerations allowed us to uncover a new interesting physical effect in the context
of hydrodynamization.
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A Müller-Israel-Stewart in the shear channel

MIS theory is the simplest phenomenological model of stress-energy tensor equilibration
that agrees with relativistic Navier-Stokes hydrodynamics at leading order in the gradient
expansion and, at the same time, respects causality.

For a conformal fluid, the construction of MIS theory proceeds as follows. We start from
the Landau-frame constitutive relations of first-order viscous relativistic hydrodynamics
in d-dimensional Minkowski space (1.2) with the equations of motion of the theory being
nothing but the conservation of the full energy-momentum tensor, ∂aT ab = 0. The algebraic
relation between Πab and σab implied by (1.2) entails that first-order relativistic viscous
hydrodynamics violates causality. In MIS theory, this problem is overcome by promoting
Πab to a set of new independent degrees of freedom that obey a relaxation equation, in
such a way that the original constitutive relation (1.2) is recovered at times sufficiently
larger than a new time-scale set by a relaxation time τ ,

(τU cDc + 1)Πab = −ησab. (A.1)

The operator Da is a Weyl-covariant derivative originally introduced in [74].
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In this work, we consider infinitesimal fluctuations of this theory away from thermal
equilibrium. We thus write

E(t,x) = E0 + δE(t,x) Ua = (1,u(t,x)), (A.2)

where E0 is the equilibrium energy density, and treat δE/E0 and u2 as infinitesimally small.
Moreover, we also make the symmetry assumption that the hydrodynamic variables are
independent of x1, . . . , xd−2. Defining xd−1 ≡ x, this corresponds to δE = δE(t, x), ui =
ui(t, x). This ansatz can be viewed as the minimal generalization of a boost-invariant flow,
for which the hydrodynamic variables would also be functions of t and x, but only through
the combination

√
t2 − x2.

As mentioned in the main text, the telegrapher’s equation emerges when considering
a shear channel fluctuation, for which δE(t, x) = 0 and ui(t, x) = u1(t, x)δi,1 with no loss
of generality due to rotational invariance. Defining

ρ(t, x) ≡ (E0 + P (E0))u1(t, x), J(t, x) ≡ Π1,d−1(t, x), (A.3)

and linearizing in the velocity fluctuation amplitude, the equation for energy-momentum
conservation and the dynamical constitutive relation (A.1) can be expressed as

∂tρ(t, x) + ∂xJ(t, x) = 0, (A.4)

∂tJ(t, x) + D

τ
∂xρ(t, x) = −1

τ
J(t, x). (A.5)

where the diffusion constant is D = η/(sT ). As mentioned in the Introduction, the linear
PDE system (A.4)–(A.5) is well-known in the literature [30, 33]. Combining both equations,
we recover (1.7).

B The causality of the telegrapher’s equation

In this appendix we show that the telegrapher’s equation respects causality (see also [30]).
The basis of our proof is the following theorem [75].

Theorem (Paley-Wiener). Let f(x) ∈ L2(R) be supported in x ∈ [−A,A]. Then its Fourier
transform f̂(k) belongs to L2(R) and is an entire function of exponential type A.

We remind the reader than an entire function is a function which is analytic everywhere
in the finite complex plane; an entire function of exponential type A is an entire function
that obeys the bound

|f(z)| ≤ CeA|z|, ∀z ∈ C. (B.1)

with C ∈ R+.
Consider the most general solution to the telegrapher’s equation, and suppose that the

initial data are supported only between −R and R. Causality demands that, at time t,
ρ(t, x) is supported at most in the interval |x| ≤ R + t. Therefore, we have to show that
ρ̂(t, k) is an entire function of exponential type at most R+ t.
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The most general square-integrable solution of the telegrapher’s equation can be writ-
ten as

ρ(t, x) =
∫

R
dk ρ̂(t, k)eikx (B.2)

with

ρ̂(t, k) = û(k)e−
t

2τ

[
cosh

(∆t
2τ

)
+ 1

∆ sinh
(∆t

2τ

)]
+ v̂(k)e−

t
2τ

2τ
∆ sinh

(∆t
2τ

)
. (B.3)

We start by noting that an entire function of the square root of a complex number is itself
entire if the original function is even. Therefore, both cosh

(
∆t
2τ

)
and 1

∆ sinh
(

∆t
2τ

)
are entire

functions of k. It then follows than ρ̂(t, k) is entire in k, since û, v̂ are entire by assumption,
and the product of two entire functions, as well as their sum, are themselves entire.

To show that (B.3) is of exponential type at most R+ t, we proceed as follows. First,
we note that both cosh

(
∆t
2τ

)
and 1

∆ sinh
(

∆t
2τ

)
are of exponential type

√
D/τt. This also

applies to their sum. Next, we recall that the product of two functions of exponential types
σ1 and σ2 is at most exponential type σ1 + σ2. Therefore, the type of each term in the
sum (B.3) is at most R +

√
D/τt. Finally, since the type of the sum of two functions of

exponential types σ1 and σ2 is smaller or equal than max(σ1, σ2), it follows that the type
of ρ(t, k) is at most R +

√
D/τt. As long as D/τ ≤ 1, we see that the system respects

relativistic causality.
It is worth pointing out that this result conforms with the expectation that, in any

local quantum system, causality bounds the diffusion constant in terms of the effective
light-cone speed and the local equilibration time [76] (see also [77–79]). In the case at
hand, the effective light-cone speed is to be identified with the speed of light, and the local
equilibration time with τ .

C The large-scale expansion and hydrodynamics

In our previous work [28], we described the most general construction of linearized hy-
drodynamics for a neutral conformal fluid in arbitrary number of spacetime dimensions.
Specializing to a shear channel fluctuation, the hydrodynamic description of the micro-
scopic field ρ is provided by the conservation equation (A.4) in combination with the
purely-spatial gradient expansion of the constitutive relations. For the MIS case, and in
the notation of appendix A, the hydrodynamic gradient expansion reads

J(t, x) = −
∞∑

n=0
cn ∂

2n+1
x ρ(t, x). (C.1)

The transport coefficients cn are extracted from the microscopic shear hydrodynamic mode
by a matching computation. In MIS, they are given by

cn = (−1)n CnDn+1 τn, (C.2)

where Cn is the n-th Catalan number.
As we have illustrated extensively in the main text, the perturbative series ρ(H)

ε (t, x)
corresponds to the hydrodynamic shear mode contribution to the exact ρ(t, x). It is then
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natural to ask whether the effective description of MIS theory in terms of classical hy-
drodynamics contains exactly the same physical information as the perturbative sector of
our transseries.

Let us view (C.1) as a formal series, making no assumptions about the relative size of
subsequent terms, and perform the rescaling (1.5) both at the level of the gradient expan-
sion (C.1) and the conservation equation. Then, it turns out that the perturbative sector
of our transseries, ρ(H)

ε (t, x), solves the resulting system order-by-order in an expansion
around ε = 0. Equivalently, if we ignored the specific values of the transport coefficients cn
but somebody handed to us ρ(H)

ε (t, x), we could fix the former by demanding that the latter
is a solution order-by-order in an expansion around ε = 0. This procedure could then be
viewed as the position space counterpart of the matching computation performed in [28].

It should be noted that while ρ(H)
ε (t, x) is a solution, the initial conditions we imposed

on the an(t, x) coefficients in the main text are completely unnatural from the perspective
of the hydrodynamic description of the system. These boundary conditions relied on the
existence of the nonperturbative sector of the momentum space transseries, which allowed
us to enforce simultaneously that ρ̂(0, k) = û(k), ∂tρ̂(0, k) = v̂(k). This nonperturbative
sector is absent now, reflecting the fact that the algebraic relation between J(t, x) and
ρ(t, x) in the hydrodynamic description implies the loss of the nonhydrodynamic degree
of freedom.

We now proceed to explain the natural choice of initial conditions from the perspective
of the hydrodynamic description. After the spacetime rescaling, our equations of motion
are given by

ε2∂tρ(t, x) + ε∂xJ(t, x) = 0, J(t, x) = −
∞∑

n=0
cnε

2n+1∂2n+1
x ρ(t, x). (C.3)

The ansatz
ρ(t, x) =

∞∑

n=0
an(t, x)εn (C.4)

results in the following nested ODE system

(∂t −D∂2
x) a2n(t, x) =

n∑

q=1
cq ∂

2(q+1)
x a2(n−q)(t, x) (C.5)

with an equivalent expression for the odd coefficients. Again, the n-th term in the series
expansion (C.4) is a solution of the heat equation sourced by the n− 1 previous orders.

Let us assume that, at a time slice t = t0, ρ(t0, x) = ρ0(x) is known. In this situation,
the natural boundary conditions to impose on (C.4) are that, at t = t0, the leading-order
term a0(t0, x) agrees with ρ0(x), with the remaining higher-order terms vanishing. Due to
the structure of (C.5), these boundary conditions result in the vanishing of the odd order
terms in (C.4) for all times.

With this choice of boundary conditions, (C.5) can be explicitly solved in closed-form.
In Fourier space, we find that18

â2n(t, k) = δn,0 ρ̂0(k)− (−1)n cn t k2(n+1)
1F1(1− n, 2 + n,Dk2t) e−Dk2tρ̂0(k). (C.6)

18Since the nested ODE system (C.5) is time-translation invariant, we set t0 = 0 with no loss of generality.
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The expansion coefficients can be explicitly computed in position space. The zeroth-order
one is the solution of the heat equation given by a0(t, x) = (G0 ∗ ρ0)(t, x), where G0 is
given in equation (2.11). The remaining ones are

a2n(t, x) = cn

n−1∑

q=0

Γ(n)Γ(n+ 2)
Γ(n− q)Γ(n+ 2 + q)Γ(q + 1)D

qtq+1∂2(n+q+1)
x a0(t, x). (C.7)

As it happened with our previous choice of initial conditions, each term is a gradient series
in ∂2

x acting on a particular solution of the heat equation.

D Applicability of the truncated perturbative series

The practical usefulness of the perturbative piece of the asymptotic expansion developed
in the previous section is that, when truncated to low order, it provides a good description
of the exact velocity field ρ in some spacetime regions. Owing to our general discussion
in the Introduction, where we introduced our large-scale expansion, we expect that these
regions correspond to those in which the nonhydrodynamic mode contribution has signifi-
cantly decayed.

Let us illustrate this by considering the time evolution of δ-function initial data of
the form u(x) = 0, v(x) = δ(x). In this case, ρ(t, x) corresponds to the propagator of the
telegrapher’s equation [30],

G(t, x) = Θ(t)Θ
(
D

τ
t2 − x2

) 1√
4Dτ

e−
t

2τ I0



√

t2

4τ2 −
x2

4Dτ


 . (D.1)

The expression above clearly demonstrate that the telegrapher’s equation is causal: for any
t > 0, ρ(t, x) vanishes if |x| >

√
D
τ t.

We compare the exact ρ(t, x) above with the with the perturbative expansion ρ(H)
ε

∣∣
ε=1

obtained by means of equation (2.10) truncated to first and third nontrivial order. The
results can be found in figure 11.

We clearly see that, for any x, ρ(H)
ε

∣∣
ε=1 never provides an accurate description of ρ

at early times. This is due to the fact that, in this regime, the nonhydrodynamic mode
contribution, which is necessary to enforce the initial condition ρ(0, x) = 0 we chose, is
still sizable. This state of affairs changes at later times. In particular, focusing on a fixed
x as t grows, we eventually observe a very good agreement between ρ and the low-order
truncated ρ(H)

ε

∣∣
ε=1.

Another important point to be drawn from figure 11 is that ρ(H)
ε

∣∣
ε=1 is never a good

approximation of the exact microscopic ρ outside the causal cone of the system. While
the exact ρ vanishes there, ρ(H)

ε

∣∣
ε=1 does not. The reason behind this difference is that

ρ(H) is solely built out of the hydrodynamic shear mode, and is therefore blind to the
nonhydrodynamic contribution needed to enforce the causal response of the system. This
fact provides a nice illustration of the general lesson that the nonhydrodynamic sector is
essential to guarantee causality [1].

– 27 –



J
H
E
P
0
4
(
2
0
2
1
)
1
9
2

Figure 11. Comparison between the exact ρ corresponding to δ-function initial data (solid orange)
and the ρ(H)

ε

∣∣
ε=1 expansion truncated to first (dotted black) and third order (dashed black).

E Large-order behavior for Gaussian initial data

In the main text, we showed that the large-order behavior of the perturbative series is
controlled by the adjacent nonperturbative saddle points. In this appendix, we elaborate
further on this connection for the case of Gaussian initial data.

Following Berry and Howls [70], we can express the an+1(t, 0) coefficient of the pertur-
bative series expansion as the following contour integral,

an+1(t, 0) = Γ
(
n+ 1

2

) 1
2πi

∮

Γ
dk

τ

2π
√

1− 4Dτk2

(
k2

−SH(k)

)n+ 1
2

k−(2n+1), (E.1)

SH(k) = −1
2s

2k2 + (−1 +
√

1− 4Dτk2) t2τ (E.2)

with Γ a positively-oriented path enclosing k = 0 in the hydrodynamic sheet.
It can be demonstrated that (E.1) can be alternatively expressed as a contour integral

in the nonhydrodynamic sheet,

an+1(t, 0) = Γ
(
n+ 1

2

) 1
πi

∫

Γ′
dk

τ

2π
√

1− 4Dτk2
1

(−SNH(k))n+ 1
2
, (E.3)

SNH(k) = −1
2s

2k2 −
(
1 +

√
1− 4Dτk2

) t

2τ , (E.4)

– 28 –



J
H
E
P
0
4
(
2
0
2
1
)
1
9
2

Figure 12. Relevant steepest descent contours to perform the large-n saddle point analysis (solid
red), along with the adjacent saddles (black stars), for s = 1. Left: t = 0.9. Right: t = 1.1.

where Γ′ is a path starting at ∞− i0 below the right branch cut, going around the right
branch point, and ending at ∞+ i0 above the right branch cut.19

In order to analyze the behavior of (E.3) when n→∞, it is natural to decompose Γ′
into the steepest descent contours associated to the adjacent saddles discussed in the main
text, and employ a saddle point approximation afterward.20 The relevant steepest descent
contours involved in computing (E.3) in a large n asymptotic expansion are depicted in
figure 12.
For t < tc, only the k+ saddle contributes to an(t, 0). On the other hand, for t > tc, we
have contributions both from k+, k− and k0.

Let us focus on the former case first. At leading order, it is immediate to show that

an+1(t, 0) = Γ(n)
(−S+)n

[
G(k+)

√
− 2
πS′′NH(k+) +O

( 1
n

)]
, (E.5)

from which it follows that r = limn→∞ nan(t, 0)/an+1(t, 0) = −S+, as reported in the main
text. A plot of the deviation of the ratio

rn+1 = aexact
n+1 (t, 0)
as.p.
n+1(t, 0) , (E.6)

from one, where aexact
n+1 is given by (2.23) and as.p.

n+1 by (E.5), can be found in figure 13 (left).
We have considered several different times before tc. It is readily seen that, as n → ∞,
rn → 1 plus a O(1/n) correction, confirming the validity of equation (E.5).

19In writing (E.3), we have taken into account that left and right branch cuts contribute equally to the
total result.

20Since at k∗ = k+, k− or k0 we have that S′NH(k∗) = 0, but SNH(k∗) 6= 0, these saddles are also
stationary points of log(−SNH(k)).
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Figure 13. Deviation ratio (E.6) between the exact an(t, 0) coefficients and the large-order pre-
diction of the saddle point analysis, for Gaussian initial data with s = 1. Left: t = 0.25 (black),
t = 0.5 (red), t = 0.75 (orange). Right: t = 1.25 (black), t = 3 (red), t = 5 (orange). The dotted
black line is a plot of the function 1/n to guide the reader’s eye.

On the other hand, for t > tc, we have three separate contributions to consider. We
find that at leading order the k0 saddle contributes as

Γ(n)
(−S0)n

[
G(k0)

√
− 2
πS′′NH(k0) +O

( 1
n

)]
(E.7)

while the first nontrivial term of the combined contribution of the k+, k− saddles is given by

Γ
(
n+ 1

2

)

(−S+)n+ 1
2

2
iπ

(
G′(k+)− S′′′NH(k+)

3S′′NH(k+)G(k+)
)

(−S+)(
n+ 1

2

)
S′′NH(k+)

+ . . . (E.8)

Since |S0| < |S+|, the k± contribution is exponentially suppressed with respect to the k0
one,21 which now governs the divergence of the perturbative series expansion. The behavior
of rn for t > tc with as.p.

n (t, 0) given by (E.7) is illustrated by figure 13 (right).

F Large-order behavior for Lorentzian initial data

Another family of initial data that allows to compute in closed-form the coefficients of the
perturbative expansion at x = 0 is that of Lorentzian initial data,

v(x) = α

π(x2 + α2) , v̂(k) = 1
2πe

−α|k|, (F.1)

where we find

an+1(t, 0) = α2n+1τn+1

4π2Dn+1t2n+1 Γ
(
n+ 1

2

)2
U

(
2n+ 1, n+ 3

2 ,
α2

4Dt

)
. (F.2)

21Despite this, in the main text we show that Borel transform techniques were capable or unveiling it.
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Figure 14. Lorentzian initial data exhibits factorial growth for the series coefficients. Here we
show r as defined in (F.3) vs. t for α = 1.

As it happened for Gaussian initial data, we find that, for n→∞, qn = limn→∞ |an+1(t,0)
an(t,0) |

is linear in n, implying that the series is factorially divergent. The large n behavior deter-
mined numerically is compatible with

qn ∼
1
r
n, r ≡ t

τ
, (F.3)

irrespectively of the value of α. See figure 14 for an example of this asymptotic behavior
in the case α = 1.

G Reconstructing ρ from the transseries: Gaussian initial data case

In this appendix we illustrate how Borel resummation can be employed to reconstruct
the exact ρ(t, x) from the different transseries at our disposal. The agreement between
the Borel resummation and the exact solution determined by direct numerical integration
provides a nontrivial consistency check of the results presented in the main text. For the
sake of brevity, we focus on Gaussian initial data of the form (2.22).

Before starting, let us recall that the splitting of ρ(t, x) into hydrodynamic and nonhy-
drodynamic contributions is only unequivocally defined once a particular integration path
γ is provided, due to the branch points of ∆(k).22 To keep track of which integration
path we are employing, we will denote by γ(+,−) the equivalence class of integration paths
starting at −∞+ i0+ above the left branch cut and ending at ∞− i0+ below the right one,
with an analogous interpretation for γ(−,+), γ(−,−) and γ(+,+).

G.1 The perturbative sector

As mentioned before, the Padé approximant of the Borel-transformed asymptotic series
displays a line of pole condensation along the positive real z-axis starting at zc = −S−
and, as a consequence, we have to resort to lateral Borel resummations. In turns out

22We choose the principal branch for ∆(k).
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Figure 15. Average of the lateral Borel resummations of ρ(H)
ε (t, x)

∣∣
ε=1 (open red circles) for

Gaussian initial data with s = 1 compared with the ρ(H)(t, 0) determined directly by a numerical
integration along the γ(−,−) contour (solid blue curve).

Figure 16. Left: same as figure 15, but now for the nonperturbative series at t < tc. Right: result
of the Borel resummation of the nonperturbative series for t > tc (open circles) compared with the
ρ(NH)(t, 0) determined by a numerical integration along γ(−,−) (solid blue curve).

that the negative (positive) lateral Borel resummation corresponds to the choice of γ(+,−)
(γ(−,+)) integration contour in the original integral, with the average of both corresponding
to the γ(−,−), γ(+,+) integration paths. We plot an example of this agreement in figure 15.

G.2 The nonperturbative sector

For the nonperturbative sector, we have a discontinuous change in the nonperturbative
series when t = tc; correspondingly, we discuss the t < tc and t > tc cases separately:

• t < tc. In this regime, the Fourier integral defining bn(t, x) in terms of bn(t, k) con-
verges. Therefore, bn(t, 0) = −an(−t, 0), with an(t, 0) given by (2.23). The relation
between the lateral Borel resummations and the γ integration contours is the same
as for the perturbative series, with the real result being given by the average of both
lateral resummations. We plot this average in figure 16 (left), where we compare it
with the ρ(NH)(t, 0) determined by a direct numerical integration, finding very good
agreement between both quantities.
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• t > tc. In this regime, the nonperturbative sector of our transseries is given by (5.4a)–
(5.4b). The absence of singularities on the positive real axis in the Borel plane implies
that the Borel transform of ρ(NH)

ε (t, 0) is Borel resummable; hence the integration
along the real axis agrees trivially with the average of the lateral resummations.
In figure 16 (right), we compare the ρ(NH)(t, 0) determined by a direct numerical
integration with the resummation result, finding again excellent agreement.

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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Abstract

We study the mechanisms setting the radius of convergence of hydrodynamic dispersion
relations in kinetic theory in the relaxation time approximation. This introduces a quali-
tatively new feature with respect to holography: a nonhydrodynamic sector represented
by a branch cut in the retarded Green’s function. In contrast with existing holographic
examples, we find that the radius of convergence in the shear channel is set by a col-
lision of the hydrodynamic pole with a branch point. In the sound channel it is set by
a pole-pole collision on a non-principal sheet of the Green’s function. More generally,
we examine the consequences of the Implicit Function Theorem in hydrodynamics and
give a prescription to determine a set of points that necessarily includes all complex
singularities of the dispersion relation. This may be used as a practical tool to assist in
determining the radius of convergence of hydrodynamic dispersion relations.
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1 Introduction

Understanding the foundations of relativistic hydrodynamics as a description of nonequilib-
rium physics has been an important research theme of the past decade. The experimental
motivation behind it comes from the field of ultrarelativistic heavy-ion collisions, where rel-
ativistic hydrodynamics is the framework successfully used to connect the early time physics
of quantum chromodynamics (QCD) with the properties of the particle spectrum in the de-
tectors [1, 2]. On the theoretical side, how the hydrodynamic regime emerges from QCD in
particular and quantum field theories in general has turned out to be a subject ripe for discov-
eries.

Our work is motivated by three interrelated lines of theoretical physics research. The first
one concerns microscopically accurate descriptions of strongly-coupled quantum field theories
with large number of degrees of freedom in terms of their classical gravity duals [3]. The
second one concerns partial differential equations that embed relativistic hydrodynamics in
a form of well-behaved and numerically tractable equations of motion for relativistic matter.
We will refer to such frameworks as MIS-type models [4]. The last one concerns relativistic
kinetic theory, which may arise as an effective description of QCD, or as a standalone model.
The common feature among them is the absence of stochastic effects.

Broadly speaking, there are two main strategies to explore the transition to hydrodynam-
ics in these different frameworks. The first involves studying highly symmetric flows, with the
boost-invariant (Bjorken) flow being a widely used model of expanding matter in ultrarelativis-
tic heavy-ion collisions [5]. The second utilizes linear response theory studies of singularities
of retarded two-point functions GR in the complex frequency plane at a fixed spatial momen-
tum. In our work we will be mostly concerned with the latter situation and we will return to
expanding plasma systems only in the summary.

The key observation of holography is that in a class of quantum field theories, the retarded
two-point functions of the stress tensor in equilibrium have singularities in the form of infinitely
many single poles [6]. Each pole gives rise to a decaying and oscillating contribution upon
inverting the Fourier transform. A similar story holds in MIS-type models, in which the number
of such singularities is finite and small. As a result, some features encountered in holography
can also be understood in these settings where they are often analytically tractable.

Among such poles, there are two special ones, which are arbitrarily long-lived upon making
spatial momentum sufficiently small. These are the hydrodynamic shear and sound modes
characterized by gapless dispersion relations of the respective form,

ω⊥ = −i
η

s T
k2 +O(k4) and ω±‖ = ±

1
p

3
k− i

2
3
η

sT
k2 +O(k3), (1)

where η/s is the ratio of shear viscosity to entropy density and T is the equilibrium tempera-
ture. The small-k expansion is a direct momentum space manifestation of the hydrodynamic
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gradient expansion and in (1) we dropped contributions from terms having two and more
derivatives of fluid variables. The other modes are exponentially decaying in time and corre-
spond to transient effects when perturbing equilibrium by a small amount. For holographic
models, hydrodynamic and transient excitations are nothing else than quasinormal modes of
anti-de Sitter black holes with planar horizons [7].

In the context of the aforementioned foundational aspects, the question that rose to promi-
nence in the past two years, see [8–16], is what is the radius of convergence of the hydrody-
namic dispersion relations when expanded around k = 0 and, if finite, what sets it.

It turns out that in the holographic quantum field theories studied to date starting with [8],
as well as in the MIS-type models analyzed so far [12], the radius of convergence, |k∗|, is finite
and the critical momentum it corresponds to, k∗, is set by a branch point singularity of the
hydrodynamic dispersion relation. This branch point is the result of a collision between the
hydrodynamic mode in question and one of the transient modes in a complexified spatial
momentum plane. By this we mean that the single pole singularities of the retarded correlator
move in the complex frequency plane as a function of momentum and for some momenta they
degenerate (collide).

Note that in linear response theory it is sufficient to study only the radius of convergence
of the small-k expansion of the dispersion relations. This is because this radius also dictates
the radius of convergence of the position-space gradient expansion of the hydrodynamic con-
stitutive relations as shown in [12], when supplemented with a choice of initial data.

Holography is a framework dealing with strongly-coupled quantum field theories and a
natural question that arises is how the story of modes and their collisions generalizes to weakly-
coupled situations. This is addressed in our present work. The starting point for our consid-
erations is relativistic kinetic theory

pµ∂µ f = C[ f ] , (2)

where f is a one-particle distribution function, that depends on spacetime coordinates and the
particle momenta pµ, and C is a collision kernel that defines the model and encodes interac-
tions between particles.1

Kinetic theory can act as an effective description of processes in weakly-coupled quantum
field theories when interference effects can be neglected [17, 18]. In particular, the effective
kinetic theory of QCD [19–21] has recently become a framework of significant theoretical and
phenomenological interest in the context of ultrarelativistic heavy-ion collisions [22–31].

In general, little is known about the inner workings of retarded correlators in kinetic theo-
ries with nontrivial collision terms (see, however, [32]). In the present work we will specialize
to a particularly simple and, therefore, widely employed collision kernel that encodes expo-
nential relaxation to the equilibrium distribution function

C[ f ] = pµuµ
f (x , p)− f0(x , p)

τ
, (3)

where uµ is the comoving velocity vector, τ is the relaxation time and we take f0(x , p) to be
given by a Boltzmann distribution

f0(x , p) =
1

(2π)3
e

pµuµ

T . (4)

For this so-called relaxation time approximation (RTA) kinetic theory [33] and for massless
particles, the retarded correlators were computed in closed-form in [34] (see also [35]). If

1Throughout the text we assume mostly plus metric sign convention.
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x0 denotes time and k is the Fourier transform momentum component along the x3 direction,
then the retarded correlator in the shear channel takes the form

G01,01
R,⊥ (ω, k)

−(E +P) =
2kτ(2k2τ2 + 3(1− iτω)2) + 3i(1− iτω)(k2τ2 + (1− iτω)2) L

2kτ(3+ 2k2τ2 − 3iτω) + 3i(k2τ2 + (1− iτω)2) L
, (5)

whereas in the sound channel one gets

G03,03
R,‖ (ω, k)

−3(E +P) =
1
3
+ω2τ

2kτ+ i(1− iτω) L
2kτ(k2τ+ 3iω) + i(k2τ+ 3ω(i +τω)) L

, (6)

with L denoting the logarithmic term

L = log

�

ω− k+ i
τ

ω+ k+ i
τ

�

. (7)

In the above equations E and P are equilibrium energy density and pressure. The remain-
ing nontrivial components can be obtained using tracelessness and conservation of the stress
tensor. In the rest of the text, if not explicitly stated, we will set τ= 1 without loss of generality.

While, unsurprisingly, one finds that there exist shear and sound mode frequencies arising
as single pole singularities of respectively (5) and (6), the correlators also contain logarithmic
branch point non-analyticities. The corresponding branch cuts emanate from ω = − i

τ ± k
and, therefore, represent a transient sector whose real-time imprint is an exponential decay
supplemented with oscillations and power-law corrections [4].

Following [35], one can understand the branch cuts as originating from the free propaga-
tion of particles whose interactions with the background equilibrated medium are captured by
their finite lifetime set by τ. The branch cut arises because perturbations of the stress tensor
at a given spatial point receive contributions from particles moving with the speed of light and
coming in from various directions. The latter are single pole contributions that the integration
over angles converts to the logarithm (7). Because one deals with a correlator of a conserved
quantity, the contribution of the decaying particles to the stress-energy tensor cannot be lost
and needs to be transferred to other degrees of freedom – the hydrodynamic shear and sound
waves.

The aim of our study of kinetic theory is to understand the interplay between the hydrody-
namic modes – described by single poles which, at low k, are localized close to the origin in the
complex ω-plane – and the branch cut transient sector (7). In particular, we want to under-
stand what kind of phenomena set the radius of convergence for the hydrodynamic dispersion
relations in this setup. In [34, 35] it was noticed that since the correlator (5)-(6) contains a
branch cut, the hydrodynamic poles can move to a non-principal sheet as a function of (in these
works, real) momentum, labelled as the ‘hydrodynamic onset transition’. However, since the
position of branch cuts is largely a matter of choice, we do not anticipate that this transition
is related to the radius of convergence of the hydrodynamic expansion, and indeed it is not.

Starting from the explicit expressions of the retarded thermal two-point functions con-
tained in equations (5)-(6), we will provide substantial numerical evidence supporting the
fact that, in RTA kinetic theory, the mechanism determining the critical momentum k∗ is dif-
ferent from holography. Our main findings are the following:

1. In the shear channel, the radius |k∗⊥| is set by a collision between the hydrodynamic pole
ω⊥(k) and a nonhydrodynamic branch point ωbp(k). This corresponds to a logarithmic
branch point singularity of ω⊥(k). We find |k∗⊥|= 3/(2τ).

2. In the sound channel, the radius |k∗‖| corresponds to a collision between the hydrody-
namic pole ω±‖ (k) and another gapless pole that originates in a non-principal sheet of
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the retarded correlator. The collision itself takes place on a non-principal sheet of the
correlator, and corresponds to a branch point singularity of ω±‖ (k). We find numerically
|k∗‖| ' 0.7410387/τ.

With the mechanisms in both RTA kinetic theory and holography established, we turn our
attention to general lessons. We use the Implicit Function Theorem to palce constraints on
the singularities of the dispersion relation ω(k) in any theory where they can be defined by
an equation of the form P(ω, k) = 0. Both the location of the singularities and the type of
singularity can be constrained by the form of P.

The structure of the paper is as follows. The shear and the sound channel dispersion
relations in RTA kinetic theory are respectively discussed in sections 2 and 3. Afterward, in
section 4 we comment on our results in light of the Implicit Function Theorem, where we also
provide a general prescription for determining the radius of convergence of the hydrodynamic
modes. We close the paper with a summary in section 5.

2 The shear channel

In the shear channel, the poles of the retarded thermal two-point function (5) correspond to
the solutions of

P⊥(ω, k) = 2k(3+ 2k2 − 3iω) + 3i(k2 + (1− iω)2)L = 0 . (8)

For future reference, we define A(ω, k) = 2k(3+2k2−3iω) and B(ω, k) = 3i(k2+(1− iω)2).
Apart from the hydrodynamic mode ω⊥(k), that behaves as

ω⊥(k) = −
i
5

k2 + . . . , (9)

when k→ 0, (5) is endowed with two nonhydrodynamic branch points located at

ω±bp(k) = ±k− i. (10)

Our main focus is the large-order behavior of the series expansion (9). Introducing the ansatz

ω⊥(k) =
∞
∑

q=1

cqk2q (11)

into (8), expanding around k = 0, and demanding that the resulting series vanishes order-by-
order, we can find the cq coefficients straightforwardly. We have carried out this procedure up
to q = qmax = 500. The results of applying the ratio test to the sequence {cq, q ∈ N} are plotted
in figure 1 (left). We find that the norm of the critical momentum in the shear channel, which
must satisfy

lim
q→∞

�

�

�

�

cq+1

cq

�

�

�

�

= |k∗⊥|
−2, (12)

is compatible with the value

|k∗⊥|=
3
2

. (13)

This is illustrated in the left plot in figure 1 by a dashed blue line corresponding to |k∗⊥|
−2 = 4

9 ,

as well as in the right plot, where we show that the difference between
�

�

�

cq+1

cq

�

�

� and |k∗⊥|
−2

indeed goes to zero as q →∞. In order to cross-check this result, we analytically continue
the series expansion (11) into the complex k-plane by means of symmetric Padé approximants,
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Figure 1: Left: ratio test applied to the sequence {cq, q ∈ N}. As q increases, the

quantity
�

�

�

cq+1

cq

�

�

� approaches a constant. The conjectured limit as q→∞, |k∗⊥|
−2 = 4/9,

is represented by the dashed blue line in the plot. Right: difference between |k∗⊥|
−2

and
�

�

�

cq+1

cq

�

�

� as q→∞. We clearly see that this difference tends to zero as a power-law.
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Figure 2: Left: location of the poles of the symmetric Padé approximant of order
250 in the complex k-plane. Two lines of pole condensation along the imaginary
k-axis are clearly visible. For the resolution employed here, these lines start at
k = ±1.50020004i. These values are compatible with |k∗⊥| =

3
2 . Right: difference

between |k±| and |k∗⊥| as the order of the symmetric Padé approximant, qmax
2 , is in-

creased.

and determine the single poles of the resulting rational function. In this approach, a branch
point singularity of the exactω⊥(k)manifests itself as a line of pole condensation. The results
of this procedure, for a symmetric Padé approximant of order 250, are shown in figure 2 (left).
We find two lines of pole condensation along the imaginary k-axis, starting at

k = k± = ±1.50020004i, (14)

in very good agreement with the observations performed above. Furthermore, upon increas-
ing the order of the symmetric Padé approximant, the difference between |k±| and |k∗⊥| =

3
2

decreases monotonically in a power-law fashion, as can be seen in figure 2 (right).
In the light of the results presented so far, it is natural to conjecture that the series ex-

pansion of ω⊥(k) around k = 0 stops converging due to the presence of two branch point
singularities located at k = ±3

2 i.
It can be checked directly that (8) vanishes at k = ±3

2 i, ω = i
2 , since the divergence

of the logarithmic term as ω → i
2 is suppressed by its ω − i

2 prefactor. Hence, the points
�

k = ±3
2 i,ω= i

2

�

are valid solutions of P⊥ = 0. These points are special from several view-
points. First, when k = ±3

2 i, the nonhydrodynamic branch point ω±bp is located at i
2 , which

6
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implies that at k = ±3
2 i the hydrodynamic pole collides with a nonhydrodynamic branch point,

as claimed in the Introduction. Second, since these points can also be found by demanding
that

A(ω, k) = B(ω, k) = 0 , (15)

at nonzero k, they also correspond to the only finite momentum solutions at which the coeffi-
cient of the logarithmic branch point present in (8) disappears.

Let us illustrate the first point mention above. We will do this by computing numerically
ω⊥ along the ray k = kθ ≡ |k|eiθ , calculating its distance to theω+bp branch point, and showing
that this distance vanishes as θ → π

2 .
Before presenting our results, let us emphasize an important observation that needs to be

taken into account in order to carry out this computation. As originally found in reference [34]
for the real k case, ω⊥ can cross the branch cut joining ω+bp and ω−bp.2 This crossing does not
entail that ω⊥ ceases to exist [35]; it just means that ω⊥ migrates to a different sheet of the
retarded two-point function defined by analytical continuation. While this branch cut crossing
does not pose any obstruction to the convergence of the series expansion ofω⊥ around k = 0,
it has to be taken into account when obtaining ω⊥ numerically.

There are essentially two different ways to achieve this. The first one is to trade (8) for an
ODE for ω⊥; the second, to analytically continue L to a non-principal branch once the branch
cut crossing has taken place. In particular, to go the n-th sheet of P⊥, one just has to replace
L as given in (7) by

Ln = log
�

ω− k+ i
ω+ k+ i

�

+ 2πi n . (16)

We have verified explicitly that both approaches are compatible with one another.
To get the ODE, we calculate

d
dk

P⊥(ω⊥(k), k) = ∂ωP⊥(ω⊥(k), k)ω′⊥(k) + ∂kP⊥(ω⊥(k), k) = 0 , (17)

and employ (8) to replace the logarithmic term in (17).3 The final result is that

k(i − 2ω⊥)ω
′
⊥ + 3ω⊥(i +ω⊥)− k2 = 0 . (18)

This equation is to be solved with initial conditions given by the hydrodynamic shear mode
small-k expansion. Some results for |ω⊥(kθ )−ω+bp(kθ )| when θ = π

2 −δθ , δθ > 0 are shown
in figure 3. Our findings confirm our expectations: in the limit δθ → 0, the hydrodynamic pole
and the branch point collide at |k| = 3

2 .4 An equivalent plot can be obtained by monitoring
the distance between ω⊥ and ω−bp along the ray defined by θ = −π2 +δθ .

We would also like to offer an alternative way of picturing the branch point, hydrodynamic
pole collision, more in line with the observations around equation (15). This alternative pic-
ture builds upon the crucial fact that the structure of the solutions of (8) can change quali-
tatively if we analytically continue P⊥ to other sheets. For instance, gapless solutions require
n = 0 and hence do not exist in the non-principal sheets; at the same time, while gapped
solutions are absent in the principal sheet, they do appear when n 6= 0.

Let us focus on these gapped solutions. By performing the replacement L → Ln in P⊥ (as
mentioned in equation (16)) it is possible to obtain them as the following series expansion
around k = 0,

ω
(NH,n)
⊥ (k) = −i +αk+

1
3

i(α2 − 1)k2 +
1
81

i(α2 − 1)2k4 +
1

243
α(α2 − 1)2k5 + . . . , (19)

2Unless stated otherwise, we will always consider that the log function is evaluated on the principal branch.
3The sequence of steps involved in obtaining the equation breaks down right at the point where the hydrody-

namic mode collides with the branch point; we are not interested in this precise point, only in its vicinity.
4Choosing δθ to be negative but of the same magnitude gives the same results.
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1

|ω⊥-ωbp
+ |

Figure 3: Distance in the complex ω-plane between the hydrodynamic pole ω⊥ and
the branch point ω+bp as k varies along the ray kθ = |k|eiθ , for θ = π

2 − 10−1 (blue),
π
2 −10−3 (red) and π

2 −10−6 (purple). As π2 −θ → 0, the distance reaches a minimum
at |k|= 3

2 .

where the parameter α is constrained to obey the transcendental equation

(α2 − 1)
�

2πn− i log
α− 1
α+ 1

�

− 2iα= 0 . (20)

The important point to keep in mind is that
�

k = ±3
2 i,ω= i

2

�

are still valid solutions in any
non-principal sheet, since the replacement L→ Ln leaves the conditions (15) invariant. In this
sense, at

�

k = ±3
2 i,ω= i

2

�

the complex curve equation P⊥ = 0 goes from having an infinite
number of solutions to having just one. It is natural to guess that, for each n 6= 0, there is going
to be at least one ω(NH,n)

⊥ passing precisely through this point. Our numerical computations

support this hypothesis. In figure 4, we plot the trajectories followed by a subset of theω(NH,n)
⊥

poles as k varies from 0 to 3
2 i along the imaginary axis. We clearly see that, at k = 3

2 i, the

poles degenerate. The relevant ω(NH,n)
⊥ have Re(α) > 0 and Im(α) < 0 (> 0) for n < 0 (> 0).

An analogous situation takes place if we consider that k ranges from 0 to −3
2 i instead; in this

latter case, the ω(NH,n)
⊥ poles that become degenerate have the opposite value of Re(α).

To conclude this section, we discuss the behavior of both ω⊥ and the correlator (5) in the
vicinity of k = 3

2 i. Let us start with the former object, and define

k =
3i
2
− iδ, ω=

i
2
− iδ− iε, (21)

in such a way that |ε|measures the distance betweenω⊥ and the branch pointω+bp. A numer-
ical analysis shows that, in the δ→ 0 limit, ε behaves as

ε∼
δ

− log(δ)
, (22)

implying that k = 3
2 i corresponds to a logarithmic branch point of ω⊥. We illustrate the

behavior represented by equation (22) in figure 5 – where we consider that δ ∈ R, δ > 0,
in such a way that we approach k = 3

2 i from below along the imaginary axis – and figure 6,
where we provide the results for another two, different directions.

Regarding the correlator (5), it is natural to wonder the effect that the branch point-
hydrodynamic pole collision we have found has on its residue at the pole. In particular, for

8



SciPost Phys. 10, 123 (2021)

-0.04 -0.02 0.02 0.04
Re(ω)

-1.0

-0.5

0.5

Im(ω)

Figure 4: As k goes from 0 to 3
2 i, the gapped poles in the non-principal sheets start at

ω = −i (on their respective sheet) and degenerate at the branch point. We plot the
trajectories followed by the poles with |n| = 1 (blue), |n| = 10 (red) and |n| = 100
(purple) with solid (dashed) curves corresponding to positive (negative) n.
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Figure 5: Left: numerically determined ratio ε
δ as a function of 1

− log(δ) (red dots) to-

gether with the function 1
− log(δ) (dashed blue line). Right: numerically determined

ratio ε log(δ)
δ as a function of 1

− log(δ) (red dots), and corresponding interpolating func-

tion (solid blue). The values below 1
− log(δ) = 4.34294 × 10−4 in the dashed blue

curve have been obtained by an extrapolation. For δ = 0, this extrapolated curve
hits −0.99985, in very good agreement with equation (22).
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Figure 6: Check that the expression (22) holds when approaching k = 3
2 i along

the rays k = 3
2 i + ξei(π2− 1

100) (purple) and k = 3
2 i + ξ (orange), with ξ ∈ R+. The

dashed blue curves correspond to interpolating functions, whose extrapolation to
δ = 0 results in values compatible with −1. Left: check of the real part of (22).
Right: check of the imaginary part.
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Figure 7: Ratios
Re(R01,01

⊥ )
Re(3i/41/ logδ) (orange dots) and

Im(R01,01
⊥ )

Im(3i/41/ logδ) (purple dots) when

approaching k = 3
2 i along the ray k = 3

2 i + ξeiθ , with ξ ∈ R+. The dashed blue
lines correspond to interpolating functions that, when extrapolated to δ = 0, are
compatible with one. Left: θ = π

2 −
1

100 . Right: θ = −π2 +
1

100 .

the picture presented so far to be internally consistent, this residue would need to vanish right
at the critical momentum where the collision takes place. As we illustrate in figure 7, this is
precisely what happens. We considered the quantity

R01,01
⊥ = Resω=ω⊥(k)

 

G01,01
R,⊥ (ω, k)

−(E +P)

!

, (23)

and explored its behavior as a function of k when approaching k = 3
2 i from different directions.

Our observations are compatible with the functional form

R01,01
⊥ ∼

3i
4

1
log(δ)

, (24)

as |δ| → 0. The behavior of ω⊥ and R01,01
⊥ around k = −3

2 i also follows (22) and (24) respec-
tively, provided one replaces k→−k in the definitions of δ and ε.

3 The sound channel

In the sound channel (6), the hydrodynamic mode frequencies ω±‖ (k) are given by

P‖(ω, k) = 2k(k2 + 3iω) + i(k2 + 3ω(i +ω))L = 0, (25)

where L is defined as in equation (7). As before, P‖ has two branch points located at ω±bp(k).
The hydrodynamic mode frequencies ω±‖ (k) behave as

ω±‖ (k) = ±
k
p

3
− i

2
15

k2 + . . . . (26)

The complete series expansion of ωparal lel± around k = 0 has the form

ω±‖ (k) = ±
k
p

3
+
∞
∑

q=2

c±q kq, (27)

with c−2q+1 = −c+2q+1 and c−2q = c+2q, due to the the fact that the hydrodynamic sound modes are
symmetric with respect to the imaginaryω-axis for real k,ω−‖ (k) = −ω

+
‖ (k)

∗. In the following,
we will focus on the ω−‖ hydrodynamic mode.
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Figure 8: Left: root test applied to the c−q coefficients of the series expansion of ω−‖
around k = 0. The resulting sequence seems to saturate to a finite value as q→∞
in a non-monotonic fashion. Left: location in the complex k-plane of the poles of
the symmetric Padé approximant (order 500) to the series expansion of ω−‖ around
k = 0 (truncated at order 1000). Three lines of pole condensation are clearly visible.

Plugging (27) into (25), series expanding around k = 0 and demanding that the resulting
expression vanishes order-by-order allows us to determine the c−q coefficients. We have carried

out this procedure up to a maximum order q = qmax = 103. The result of applying the root

test to the coefficient sequence can be found in figure 8 (left). We observe that |c−q |
1
q saturates

to a finite value in a non-monotonic fashion. In order to find the location of the singularities
of ω−‖ (k) in the complex k-plane, we first continue analytically the sum (27) – truncated to

order qmax – by means of a symmetric Padé approximant of order qmax
2 , and then determine the

locations of the poles of the resulting rational function. The three lines of pole condensation
which are closest to k = 0 are depicted in figure 8 (right). One extends along the positive
imaginary axis and emanates from the point

k0 = 0.7513375i . (28)

The other two are symmetric with respect to the imaginary axis, and start from the points

k± = ±0.0102799+ 0.7409764i. (29)

Since |k±| = 0.7410477 < |k0|, the symmetric points k± seem to be the ones setting the

0.6 0.7 0.8 0.9 1.0
ξ
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|dω∥
-(ξeⅈ θ+ )/dξ|
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3

arg Φ(ξ,θ+)

Figure 9: For the hydrodynamic mode frequency ω−‖ , computed along the ray

k = ξei θ+ , norm of the first derivative with respect to ξ (left plot) and argument
of L along the corresponding path in the complex k-plane (right plot). The point
ξ= |k+| has been signalled by the dashed orange vertical line in both plots.
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convergence radius of the series expansion of ω−‖ (k) around k = 0.
In order to understand what these symmetric poles correspond to, we transform the orig-

inal complex curve equation P‖(ω‖(k), k) = 0 into an ODE for ω‖(k), just as we described in
the previous section for the shear channel. This ODE reads

C(ω‖(k), k)ω′‖(k)− D(ω‖(k), k) = 0 , (30)

C(ω, k) = ik2 + 6k3ω+ 3ikω2 − 6kω3, (31)

D(ω, k) = k4 + 5ik2ω+ 8k2ω2 − 9iω3 − 9ω4. (32)

Solving this ODE along the ray k = ξeiθ+ , where θ+ = arg k+ and ξ ∈ R+, we find the results
displayed in figure 9. In the left plot, we observe that at, ξ= |k+|,

�

�

�

�

d
dξ
ω−‖ (ξeiθ+)

�

�

�

�

peaks. Hence, k+ is close to a point in which ω−‖ (k) has a divergent first derivative. In the

right plot, we show the phase of the argument of L, Φ= ω−k+i
ω+k+i , evaluated along our path. We

see that the point k = k+ is reached after ω−‖ (k) has crossed the branch cut and entered into

the n= 1 sheet.5

In order to find the critical momentum at whichω−′‖ (k) diverges, we take advantage of the
fact that ω′‖(k) obeys

∂ωP‖(ω‖(k), k)ω′‖(k) + ∂kP‖(ω‖(k), k) = 0, (33)

and, as a consequence, points for which

P‖(ω, k) = ∂ωP‖(ω, k) = 0, 0<
�

�∂kP‖(ω, k)
�

�<∞ , (34)

have a divergent ω±′‖ (k). A crucial observation is that, since the point we are after lies on
the n = 1 sheet, we need to first analytically continue L → Ln=1 as described in the previous
section. In the end, a numerical computation reveals that the momentum kc,n=1 at which
conditions (34) hold is given by

kc,n=1 = 0.0102873+ 0.7409673i . (35)

The distance between kc,n=1 and k+ is 1.17× 10−5. This confirms that the right point of pole
accumulation observed in the Padé approximant is actually associated with a point in which
ω−′‖ (k) diverges. Analogous arguments can be employed to demonstrate that k− is associated
to a divergent ω−′‖ (k) in the n= −1 sheet.

It is natural to wonder whether points in whichω−′‖ (k) diverges are restricted to the n= ±1
sheets. The answer is negative: for every nonzero n ∈ Z, there exists a point kc,n of this
kind, which can be found by solving (34) on the n-th sheet. Since, numerically, we find that
kc,−|n| = −k∗c,|n|, we only discuss the n > 0 case in the following. The behavior of kc,n is
illustrated in figure 10. We find that Re(kc,n) decreases monotonically with n, approaching
zero as n→∞. On the other hand, both Im(kc,n) and |kc,n| increase monotonically, tending
to 3

4 in the n → ∞ limit. Hence, the singularities of ω−‖ (k) which are closest to the origin
correspond to kc,±1: these are the singularities that set the convergence radius of the series
expansion of ω−‖ around k = 0.

5This observation follows from the fact that arg Φ flips from +π to −π.
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Figure 10: Numerically determined values of the points kc,n (for n > 0) where the
relations (34) are obeyed in the upper-half of the complex k-plane close to the imag-
inary axis. At these points, ω−′‖ (k) diverges. We plot their real part (left plot), their
imaginary part (middle plot) and their norm (right plot).

An immediate consequence of the results presented above is that the point k = 3
4 i acts

as an accumulation point of two infinite sequences of branch points, one coming in from the
right, associated with positive n, and another coming in from the left, associated with negative
n.6 Furthermore, the point k = 3

4 i seems to correspond to the first purely imaginary pole of
our original Padé approximant (cf. equation (28)). As we argue in appendix A, despite being
associated to the starting point of a line of pole condensation of a Padé approximant, k = 3

4 i
does not correspond to a branch point of ω−‖ , but rather to an essential singularity.7

To conclude this section, we will show that the critical momenta kc,n can be understood as
arising from a pole collision. As for the shear channel case, the solutions of the complex curve
equation P‖ = 0 on the non-principal sheets play a prominent role in our analysis. In the case
at hand, the solutions of interest are the non-principal gapless poles,8 whose series expansion
around k = 0 is given by

ω
(H,n)
‖ (k) =

i
3

k2 −
i
9

k4 −
i

9πn
k5 +

2i
27

k6 +
4i

27nπ
k7 + ... (36)

Our main claim is that the critical momenta kc,n correspond to branch point singularities at

which the hydrodynamic ω−‖ mode collides with ω(H,n)
‖ on the n-th sheet of P‖.

In order to illustrate this statement, let us consider the behavior of ω(H,1)
‖ and ω−‖ in the

complex ω-plane as we vary k along the ray k = |k|eiθ . In figure 11 we plot the trajectories of
ω−‖ (solid) and ω(H,1)

‖ (dashed) for θ − arg kc,1 = −10−2 (brown), −10−3 (red), −10−4 (blue)

and −10−5 (purple). As θ − arg kc,1→ 0, both ω−‖ and ω(H,1)
‖ approach the point

ω−‖ (kc,1) = 0.0142827− 0.2563247i , (37)

more closely. This point, which has been determined independently by solving the conditions
(34) for n= 1, corresponds to the green star in the figure. The behavior we observe is precisely
the one to expect if there is indeed a mode collision at ω=ω−‖ (kc,1).

Regarding the ω+‖ (k) hydrodynamic mode, an analysis analogous to the one presented so
far shows that the complex singularities closest to the origin correspond to two branch points
located at k = k∗c,±1, which can again be interpreted as collisions between ω+‖ (k) and ω(H,±1)

‖
on non-principal sheets.

6A direct numerical analysis shows that arg
�

3
4 i − kc,n

�

→ π as n→∞, i.e., the curves along which the branch
points condense are parallel to the real k-axis in the n→∞ limit

7Some authors require an essential singularity to be isolated, but we do not.
8There are also non-principal gapped poles, with series expansionω(NH,n)

‖ = −i+αk+ 1
3 i(α2−1)k2+ . . ., where

α obeys a transcendental equation. For n = 0, this equation has no solutions; for n 6= 0, we find purely imaginary
solutions – with positive imaginary part for n> 0 – that the change n→−n conjugates.
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Figure 11: Trajectories followed by ω−‖ (solid curves) and ω(H,n=1) (dashed curves)

in the complex ω-plane, as k varies along the ray k = |k|ei θ for θ −arg kc,1 = −10−2

(brown), −10−3 (red), −10−4 (blue) and −10−5 (purple). As θ − arg kc,1 decreases,
the corresponding trajectories become closer to each other, until colliding at the point
ω= 0.0142827−0.2563247i (green star). This point has been determined indepen-
dently by solving equations (34) for n= 1.

Taking stock, the main conclusion of the analysis presented in this section is that the con-
vergence radius of the series expansion of ω±‖ (k) around k = 0 is given by

|k∗‖|= |kc,1|= 0.7410387, (38)

and set by mode collisions between ω±‖ (k) and ω(H,±1)
‖ on non-principal sheets.

4 A prescription for finding the radius of convergence

In the preceding sections our analysis of RTA kinetic theory has revealed novel obstructions to
the convergence of the hydrodynamic series. In light of this, it is worth revisiting the basics
surrounding convergence of the function ω(k) expanded as a series in small k. The radius of
convergence of ω(k) expanded around any value of k (which we will mostly take to be k = 0,
relevant to the hydrodynamic expansion) is determined by the closest singularity of ω(k) to
that point in the complex k-plane.9 Often, ω(k) is implicitly defined by a complex curve given
by

P(ω, k) = 0 , (39)

which may correspond to the determinant of a fluctuation mode matrix or, with care, the
inverse of an appropriate Green’s function or simply its denominator. These elementary obser-
vations have previously been used to determine the radius of convergence of the hydrodynamic
gradient expansion for holographic theories [8–10, 13, 14, 16] as well as MIS theory [12]. In

9If ω(k) is defined on a multi-sheeted Riemann surface, one must also ensure the singularity is on the correct
sheet of ω.
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the preceding sections of this paper we have employed this procedure to compute this radius
of convergence for RTA kinetic theory.

A natural question is given P(ω, k), is there a shortcut to determining the singularities of
ω(k)? In this section we examine this question in the light of the Implicit Function Theorem.
In doing so, we arrive at a prescription for a set of points that includes all singularities ofω(k).
For previous related work on a similar question we direct the reader to [9, 10], although we
note our prescription differs in some key mathematical aspects.

Let us first recall the Implicit Function Theorem (taken from [36])

Implicit Function Theorem. Let P(ω, k) be analytic in ω, k near ω = k = 0.
Assuming P(0,0) = 0 and ∂ωP(0, 0) 6= 0 then there exists a unique function
ω(k) analytic in some neighbourhood |k| < k∗ of k = 0 such that ω(0) = 0 and
P(ω(k), k) = 0.

Conversely, the following set of points ω, k ∈ C,

{(ω, k) | P = ∂ωP = 0} ∪ {(ω, k) | P = 0∧ (P is not analytic)}, (40)

includes the locations of all singularities of ω(k), since these are the only possible points of
P = 0 where the functionω(k)may itself fail to be analytic by the Implicit Function Theorem.10

Crucially however, note that the set (40) can include points where there are no singularities
of ω(k). Thus, given the set (40), to determine the radius of convergence each point should
be further examined in order to find out which, if any, is the closest singularity to the point
around which one is expanding (which is ω= k = 0 for the hydrodynamic expansion).

In the remainder of this section we illustrate these observations with a set of examples,
beginning with the relatively simple case where P is a polynomial in section 4.1, before dis-
cussing our main results on RTA kinetic theory and how they fit into this picture, for which P
is not a polynomial, in section 4.2.

4.1 Polynomial P

Here we collect some known results from [36]. Suppose P can be written as a polynomial in
ω and k as follows

P(ω, k) =
N
∑

i=0

ci(k)ω
i . (41)

In this caseω(k) is said to be an algebraic function. The candidate singularities (40) thus either
correspond to those points where P = ∂ωP = 0, in which case multiple branches degenerate,
or where P is non-analytic. Since P is polynomial, if k is finite, this latter case only happens
when ω=∞. This occurs only when the coefficient of the highest order term in ω vanishes,
cN (k) = 0. In this case, the number of roots of the resulting polynomial in ω is reduced.

We can also illustrate a case where a point in the set (40) does not correspond to a singu-
larity of ω(k). This occurs whenever two branches of ω(k) happen to take on the same value
at some k ∈ C, with each branch remaining analytic around this point. The canonical example
is the Lemniscate of Bernoulli [37] where, at the origin of the ‘figure-of-eight’-shaped curve
obeying P = ∂ωP = 0, two branches cross but remain analytic there.11

The type of singularities that algebraic functions can have is constrained by the Newton-
Puiseux theorem. If P has r degenerate roots at a point, the theorem says that this singularity
is a branch point of order r. Furthermore, around this point, ω(k) can be expanded as a

10In [9,10] P was labelled a ‘spectral curve’ and focus placed on points for which P = ∂ωP = 0, labelled ‘critical
points’.

11A similar phenomenon occurs in holography, where branches of the scalar quasinormal mode spectrum for the
BTZ black hole [38,39], ωn(k), cross at finite k ∈ C, but with no corresponding singularity of ωn(k).
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convergent series in powers of k1/r .12 In the next section we show that this is no longer the
case for non-polynomial P.

4.2 Non-polynomial P and case studies

We now turn to the instances where P(ω, k) is not a polynomial. This may be the case when
it arises as an all-orders gradient expansion, or includes functions like the logarithm as in RTA
kinetic theory above. Then P can fail to be analytic in more ways than a polynomial is allowed
to. For example, there can be points where P does not converge (as it happens in the case of
the gradient expansion), or where some of its pieces are non-analytic. Again, we stress that
these conditions do not imply that there is necessarily a singularity there, only that they are
permitted.

4.2.1 Single mode

To examine this case in the simplest way possible, consider a theory with a single mode,

P(ω, k) =ω−ω1(k) . (42)

We give a physical example below. Regarding the set (40), there are no points for (42) where
∂ωP = 0. However, the set of potential singularities (40) need not be empty, sinceω1(k) itself
can contain singularities. These are then inherited by ω(k).

This scenario occurs in the following physical example: relativistic hydrodynamics, de-
fined perturbatively in gradients. Without loss of generality, the gradient-expanded consti-
tutive relations can be put in the Landau frame, and when evaluated on the hydrodynamic
fluctuations can be reorganized using the equations of motion such that they contain no time
derivatives [12,40]. The equations of motion for a shear channel fluctuation therefore contain
one and only one time derivative, which acts on the ideal part of the current. The resulting
P(ω, k) is necessarily of the form (42) with ω1(k) expressed as an infinite series in k. As an
illustrative concrete example, the hydrodynamic limit of MIS theory in the shear channel has
a P of the form (42) where [12],

ω1(k) = −i
∞
∑

n=0

CnDn+1τnk2n+2 , (43)

where Cn are the Catalan numbers, and D,τ are respectively the diffusion constant and relax-
ation time. Note that the series (43) has a finite radius of convergence, and correspondingly
summing (43) gives the exact expression for ω1(k) which contains a branch point singularity.

4.2.2 RTA kinetic theory: shear channel

The case studied in this paper, RTA kinetic theory, offers several new interesting elements.
These arise from the multi-sheeted structure of the logarithmic function which enters into P.
We find that the singularities of ω(k) can be much richer and moreover can no longer be
described by Puiseux series.

The singularity of ω⊥(k) which is closest to the origin and that sets the radius of conver-
gence occurs when the hydrodynamic pole collides with the logarithmic branch point. In fact,
an infinite number of gapped poles located on the other non-principal sheets also collide with
the branch point. Referring to the set of points (40), this point does not satisfy the condition
∂ωP = 0, rather, it is a point where P is non-analytic. This occurs at finite ω and k, which is
impossible in the polynomial case.

12If the singularity is located at ω=∞, this holds for ω−1 instead.
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One may think of this singularity as an infinite-dimensional generalization of what happens
when the highest order term vanishes for a polynomial. Indeed, at this point, the coefficient
of the logarithm in P vanishes, reducing the number of branches from an infinite number to a
finite number. On the other hand, around this point there are an infinite number of branches
in ω⊥(k); if one expresses ω⊥(k) as a series around this point, it does not take the form of a
Puiseux series, since a Puiseux series can only describe a finite number of branches. Instead
of fractional powers, the numerical evidence at our disposal indicates that the series includes
logarithms (see equation (22)).

4.2.3 RTA kinetic theory: sound channel

In the sound channel, the multivaluedness of the logarithm also plays an interesting role.
Surprisingly, each sheet of the analytically continued Green’s function contains an additional
gapless pole.

It is unclear whether these additional poles have any significant role to play in terms of
physical excitations of the system; nevertheless, their mathematical role in our current analysis
is clear. They give rise to singularities in ω‖(k) at the values of k where they collide with the
physical hydrodynamic pole. This happens for each of the non-principal poles at a sequence
of k accumulating at an essential singularity of ω‖(k). The radius of convergence of ω‖(k)
around k = 0 is given by singularities coming from the collision with ω(H,n=±1)

‖ . At this point,
the analytic continuation of P has a degeneracy as diagnosed by the P = ∂ωP = 0 condition
in (40).

The essential singularity at the accumulation point in ω‖(k) is a new feature not possible
for algebraic curves. Around this point, a Puiseux series does not capture the behaviour of
ω‖(k). In appendix A, we show that the expansion includes exponentially small contributions,
taking the form of a transseries.

5 Summary

The physics of nonequilibrium systems has benefited enormously from studies of model sys-
tems in which the approach to equilibrium and the emergence of hydrodynamic behaviour
could be investigated. Until the advent of holography, the most prominent approach was to
use kinetic theory, whose applicability rests upon the notion of well-defined particles (or quasi-
particles) and the weak-coupling regime. In contrast, the AdS/CFT correspondence is used at
infinitely strong coupling.

Microscopic models formulated in the language of holography or kinetic theory both lead
to hydrodynamic behaviour close to equilibrium in a sense which can be made precise at the
linearized level: the system has modes whose frequencies vanish at long wavelength. There is
however a significant qualitative difference in the remaining features of the analytic structure
of retarded correlators. While the singularities of strongly coupled theories as well as MIS-
type models take the form of isolated poles, the retarded Green’s function of kinetic theory
in the relaxation time approximation has both poles and branch points. This implies that the
natural object to deal with is the analytically continued Green’s function, which can be viewed
as defined on a multi-sheeted Riemann surface.

The analytically continued Green’s function in RTA kinetic theory has an infinite number
of poles. In the shear channel, there is a single hydrodynamic pole on the physical sheet,
and an infinite number of nonhydrodynamic poles on the non-principal ones. The radius of
convergence of the hydrodynamic series is set by a collision of the hydrodynamic pole and a
branch point. In the sound channel, the radius of convergence of the hydrodynamic series is
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set by the collision of the hydrodynamic pole with a gapless pole on a non-principal sheet.
Note that in order to understand the emergence of the finite radius of convergence in terms of
singularity collisions, it is essential to continue beyond the principal branch of the logarithm
appearing in the original Green’s function.

It is worth pointing out that the structure of gapped poles in kinetic theory found here is
consistent with studies of boost-invariant flow in RTA kinetic theory. Calculations of the late
proper time expansion in N = 4 SYM reveal that its large-order behaviour contains detailed
information about the rich nonhydrodynamic spectrum of this theory, which is completely con-
sistent with what is known from linear response [41,42]. Analogous calculations in MIS-type
models [43,44] show a similar consistency. Calculations of the late proper time expansion in
RTA kinetic theory [45] point to the conclusion that the nonhydrodynamic sector consists of
an infinite number of nonhydrodynamic modes whose frequencies coincide at vanishing mo-
mentum [46]. The analysis of analytically continued retarded correlation functions described
here reveals such a set of gapped poles. Whether these objects can be mapped to each other
remains an open problem.

More generally, our analysis has not addressed the question of whether the poles of the
analytically continued Green’s function in the non-principal sheets are endowed with any phys-
ical significance. While we don’t have an answer to this question, we would like to point out
that similar situations are not unprecedented. For instance, in the context of hadronic scat-
tering, resonances appear as poles of the scattering amplitude in non-principal sheets [47].
Perhaps closer to the present context, poles in non-principal sheets are also relevant for the
phenomenon of Landau damping in scalar quantum electrodynamics [48].

Whenever the dispersion relations are defined by a complex curve P(ω, k) = 0, the Implicit
Function Theorem implies that singularities are allowed (but not necessary) only at points
where either P is non-analytic or ∂ωP = 0. Both conditions must be taken into account.
When P is polynomial, the latter condition plays an important role since it can indicate a
branch point singularity (but not always), and the former condition can indicate poles. In RTA
kinetic theory, we have found that the former condition plays a significant role. In theories
where P is a polynomial, the behavior can be described by a Puiseux series with a non-zero
radius of convergence. In theories where P is not a polynomial, such as RTA kinetic theory,
the singularity can be of other types and it is not known if the series expansion around these
singularities is convergent or not. In holography, while the singularities of ω(k) which set the
radius of convergence are known to be square-root type branch points in the examples studied
to date,13 the analytic structure of P(ω, k) in general remains an open question.
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A The points k = ±3
4 i in the sound channel

In this appendix we address the behavior of ω±‖ (k) along the imaginary k-axis. The analysis
presented here reveals the existence of essential singularities in the sound channel dispersion
relations, although we would like to emphasize that these essential singularities occur outside
the radius of convergence of the small-k expansion of ω±‖ (k).

We study ω−‖ (k) first, and start by solving the equation of motion (30) around k = 3
4 i in a

series expansion, i.e., we define k = i
�3

4 −δ
�

, δ ∈ R, δ > 0 and consider the ansatz

ω−‖ (k) = iw0 + i
∞
∑

q=1

wqδ
q. (44)

At zeroth order, this results is four roots –with one degenerate root-, w0 = −
1
4 , 1

4 and 3
4 , of

which the first one is singled out by a direct comparison with the numerical solution. The
remaining expansion coefficients can be determined recursively, with the result that w1 = −1
and the rest vanish: the behavior of ω−‖ (k) as k → 3

4 i from below along the imaginary axis
cannot be reproduced by a power series ansatz. To see this, let us linearize around the power
series solution we just found. We consider

ω−‖ (k) = −
1
4

i − iδ+
∞
∑

q=1

χq(δ)η
q, (45)

where η is a fictitious parameter, and solve (30) recursively in a η→ 0 expansion. In the end,
we find that

χ1(δ) = αe−
3

32δ e
δ
2 (3− 4δ) , (46)

χ2(δ) = iα2e−
3

16δ eδ(3− 4δ)
9− 108δ− 656δ2 + 192δ3

64δ2
, (47)

etc., with the overall conclusion that χq(δ) = O
�

e−
3

32δ q
�

. Hence, there is an essential sin-
gularity at δ = 0. Said otherwise, the distance between ω−‖ (k) and the branch point at

ω+bp(k) = k − i = −i 1
4 − iδ is nonperturbatively small in δ as δ → 0. In the light of these

results, we can set η= 1 in (45) and view the result as a transseries expansion in δ.
The only point that this analysis cannot address is the value of the coefficient α. To fix it,

we need to plug the transseries expansion (45) back into P‖(ω, k), expand around δ = 0, and
demand that we have a solution. The end result of this procedure is that

α=
i
2

e−
9
4 . (48)

As a final consistency check, we compare our transseries expansion truncated to order q = qmax
with the ω−‖ we have determined numerically. It is convenient to plot the ratio

r−qmax
=

ω−‖ (k)−ω
+
bp(k)

∑qmax
q=1 χq

�

δ = 3
4 + ik

� . (49)

Examples for qmax = 1, 4 and 8 can be found in figure 12 (right). We see that r−qmax
→ 1 as

k → 3
4 i; furthermore, as qmax increases, the agreement away from k = 3

4 i improves signifi-
cantly. This confirms that our analysis is correct. The distance between ω−‖ and the branch
point ω+bp can be found in the left plot of figure 12.
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Figure 12: Left: distance between the hydrodynamic mode frequency ω−‖ and the

branch point ω+bp, as k goes from 0 to 3
4 i along the imaginary axis. This distance

decreases monotonically and vanishes as k → 3
4 i. Right: comparison between the

distance |ω−‖ −ω
+
bp| and the analytic prediction (45) for k→ 3

4 i along the imaginary
k-axis from below, as quantified by the ratio r−q defined in equation (49). We have
considered q = 1 (blue), q = 4 (purple) and q = 8 (orange). As q increases, the
agreement gets progressively better, as seen by the progressively closer approach of
the different curves to the value r−q = 1 (dashed black line).
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Figure 13: Same as figure 12, but now for the hydrodynamic mode frequency ω+‖
and the branch point ω−bp. The relevant modifications that need to be performed to
obtain this figure are described in the text.

An analysis analogous to the one presented above can be carried out for ω+‖ . In this case,

we find that this mode collides with the ω−bp branch point at k = −3
4 i. Defining δ by the

relation k = −3
4 i +δi, ω+‖ can also be represented as a transseries in δ as δ→ 0,

ω+‖ = −
i
4
− iδ+

∞
∑

q=1

χq(δ) , (50)

with χq(δ) given by the same expressions as above. We check the relation (50) –truncated at
orders qmax = 1, 4 and 8– in figure 13 (right), where we plot the ratio

r+qmax
=

ω+‖ (k)−ω
−
bp(k)

∑qmax
q=1 χq

�

δ = 3
4 − ik

� . (51)

To summarize, in this appendix we have demonstrated that:
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• ω±‖ (k) present essential singularities at k = ∓3
4 i.

• These essential singularities appear when theω±‖ pole collides with theω∓bp logarithmic
branch point.

As discussed in the main body of the text, this phenomenon has no counterpart for algebraic
functions.
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One of the foundational questions in relativistic fluid mechanics concerns the properties of the
hydrodynamic gradient expansion at large orders. Studies of expanding systems arising in heavy-
ion collisions and cosmology show that the expansion in real space gradients is divergent. On the
other hand, expansions of dispersion relations of hydrodynamic modes in powers of momenta have a
non-vanishing radius of convergence. We resolve this apparent tension finding a beautifully simple
and universal result: the real space hydrodynamic gradient expansion diverges if initial data have
support in momentum space exceeding a critical value, and converges otherwise. This critical value
is an intrinsic property of the microscopic theory, and corresponds to a branch point of the spectrum
where hydrodynamic and nonhydrodynamic modes first collide.

Introduction– The goal of relativistic hydrodynamics
is to provide an effective description of long-lived, long
wavelength degrees of freedom – hydrodynamic modes –
which are generally expected to dominate nonequilibrium
dynamics of collective states of quantum field theories at
macroscopic scales and sufficiently late times [1]. Un-
derstanding what exact scales and times these are has
been a very active field of research of the past decade in
connection with studies of collective phases of strong in-
teractions in relativistic heavy-ion collisions at RHIC and
LHC [2, 3]. In these settings, relativistic hydrodynam-
ics is the framework translating between the spectrum
of low-energy particles observed in detectors and micro-
scopic features such as information about initial state,
equation of state and interaction strength [4, 5]. Re-
lated recent developments in relativistic hydrodynamics
go well beyond the realm of nuclear physics and extend
also to astrophysics [6–8], as well as to studies of strong
gravity [9, 10].

Much progress on the emergence of relativistic hydro-
dynamics has occurred recently thanks to, one one hand,
viewing hydrodynamics as an effective field theory for-
mulated in a spacetime derivative expansion [11] and, on
the other, using insights from linear response theory [12].

The effective field theory approach expresses expecta-
tion values of conserved currents in terms of derivatives
of local classical fields. For the energy-momentum ten-
sor 〈Tµν〉 these can be chosen as the energy density E
and a normalized fluid velocity Uµ. The energy momen-
tum tensor is represented as a sum of all possible terms
graded by the number of derivatives, starting with the
perfect fluid contribution. The foundational importance
of this expansion is that at a formal level it is unique and
well defined in any system which is known to equilibrate.
By comparing this formal series to the analogous gradi-
ent expansion calculated in a microscopic theory one can
express the parameters appearing in the hydrodynamic

series – transport coefficients – in terms of microscopic
quantities. Interestingly, the gradient series evaluated on
a solution of the evolution equations can have a vanish-
ing radius of convergence at least in the case of highly-
symmetric flows describing rapidly expanding matter, as
was discovered in AdS/CFT calculations [13–15], hydro-
dynamic models [16–18] and kinetic theory [19, 20].

In linear response theory [21], the response of the sys-
tem is governed by sums of harmonic contributions with
complex frequencies which encode Fourier space singu-
larities of retarded correlators [22]. Imaginary parts of
these frequencies capture effects of dissipation. Terms as-
sociated with frequencies which vanish at small momen-
tum correspond to shear and sound mode hydrodynamic
excitations, while the rest represents transient phenom-
ena [2]. The gradient expansion of the hydrodynamic
constitutive relations translates here into series in spa-
tial momentum for shear and sound mode frequencies. In
Ref. [23] and later in Refs. [24, 25] it was observed that
such a series has a finite non-zero radius of convergence,
which is governed by the presence of nonhydrodynamic
modes. This parallels the fact that the Borel transform of
the gradient expansion in an expanding plasma similarly
reveals information about the nonhydrodynamic sectors.
These transient excitations are present in all relativistic
models which do not violate causality.

The present Letter combines these two lines of re-
search [26] in a novel way, which allows us to make for
the first time rather generic statements about the con-
vergence of the hydrodynamic gradient expansion across
microscopic theories and models. In particular, we show
that the convergence of the real space gradient expan-
sion of the constitutive relations in the linearized regime
is governed by the same mechanism that yields a finite ra-
dius of convergence of series expansions of hydrodynamic
mode frequencies at small momentum.
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Hydrodynamics– The expectation value of the con-
served energy-momentum tensor can be expressed as the
perfect-fluid part plus corrections Πµν

〈Tµν〉 = (E + P)UµUν + P gµν + Πµν . (1)

In hydrodynamics, Πµν is represented in terms of deriva-
tives of the hydrodynamic fields which we take as the en-
ergy density E and flow velocity Uµ with U ·U = −1. The
pressure P is related to E via an equation of state [2, 3].

We consider flat d-dimensional spacetime and use the
Landau frame where UµΠµν = 0. We focus on confor-
mal and parity-invariant theories. Conformal symmetry
forces Πµ

µ = 0 and P = E/ (d− 1). Under these con-
ditions, the most general hydrodynamic Πµν takes the
form [27, 28]

Πµν = −η σµν + τπηDσµν−

− 1

2
θ1DαDασµν − θ2D〈µDν〉DαUα + . . . , (2)

where the ellipsis denotes terms higher than third order in
derivatives and we display only terms which contribute at
the linearized level. The angle-brackets in Eq. (2) denote
the tensors made symmetric, transverse and traceless,
D = Uµ∂µ and Dµ = (gµν + UµUν) ∂ν are respectively a
comoving and a transverse derivative, σµν = 2D〈µUν〉 de-
notes the shear tensor and η is the shear viscosity, τπ the
Israel-Stewart relaxation time and θ1, θ2 are third order
transport coefficients.

We focus on small perturbations away from thermal
equilibrium, i.e., we consider

Uµ = (1,u)µ and E = E0 + ε (3)

with |ε/E0|, |ulul| � 1. We denote spatial indices with
Latin letters and spatial vectors with bold font. It is
useful to work in Fourier space with a plane-wave Ansatz

ui(t,x) = ûi(k) e−i ω t+ik·x, ε(t,x) = ε̂(k) e−i ω t+ik·x. (4)

The perturbations can be decomposed into shear and
sound channel components [1], labelled here by ⊥ and ‖
subscripts. They are given by

û‖ =
k · û
k2 k, û⊥ = û− û‖. (5)

with ε̂ = 0 vanishing in the shear channel. With no loss
of generality, due to rotational invariance, we take

k = (0, . . . , 0, k). (6)

Conservation of the energy-momentum tensor together
with the hydrodynamic constitutive relation (2) deter-
mines the frequencies ω appearing in Eq. (4) as functions
of k. The dispersion relations take the form [27, 28]

ω̃⊥ = −i η
s T

k2 − i
(
η2 τπ
s2T 2

− θ1

2 s T

)
k4 + . . . ,

ω̃±‖ = ±cs k − iΓk2 ∓ Γ

2 cs

(
Γ− 2 c2s τπ

)
k3−

i

(
2 Γ2 τπ −

(d− 2) (θ1 + θ2)

2 (d− 1) s T

)
k4 + . . . , (7)

where the tilde means that these are frequencies in the
hydrodynamic theory rather than in a microscopic the-
ory. In the above equation, T and s are the temperature
and entropy density associated with E0, cs = 1/

√
(d− 1)

is the speed of sound, and Γ = (d− 2)/(d− 1)η/(sT ). As
is clear from these expressions, hydrodynamic excitations
of arbitrarily small momentum are arbitrarily long-lived.

Calculations in holography [23–25] reveal that the se-
ries (7) have a finite and non-zero radius of convergence,
with evidence that goes to back to the studies of causal
second order hydrodynamics in Ref. [11]. In physically
interesting cases, linear response theory shows that apart
from the hydrodynamic modes, there are additional exci-
tations that are short-lived, i.e. whose complex frequency
ω(k) has a non-vanishing imaginary part even as k → 0
[11, 12, 29, 30]. Explicit calculations in several represen-
tative cases show that the radius of convergence of hy-
drodynamic dispersion relations is set by the magnitude
k∗ of a (possibly complex) momentum for which the fre-
quency of a hydrodynamic mode coincides with that of a
nonhydrodynamic one at a branch point of ω(k) [23–25].

Constitutive relations– Our goal is to understand the
properties of the gradient expansion (2) in linearized hy-
drodynamics in real space that would facilitate compari-
son with earlier studies of nonlinear evolution in expand-
ing plasma systems. To this end, we propose a novel way
of parametrizing Πµν , involving only spatial derivatives.
We find that the most general form of Πµν in this set-
ting can be constructed from three elementary tensorial
structures that are first, second and third order in gradi-
ents and linear in the hydrodynamic fluctuations. These
are respectively

σjl =

(
∂jul + ∂luj −

2

d− 1
δjl∂ru

r

)
, (8)

πεjl =

(
∂j∂l −

1

d− 1
δjl∂

2

)
ε, (9)

πujl =

(
∂j∂l −

1

d− 1
δjl∂

2

)
∂ru

r. (10)

With no loss of generality we write the constitutive rela-
tions in the form

Πjl = −A(∂2)σjl −B(∂2)πujl − C(∂2)πεjl, (11)

where A,B and C are infinite series in spatial Laplacians,

A =

∞∑

n=0

an
(
−∂2

)n
, (12)

and the an are transport coefficients, with similar ex-
pressions for B and C involving transport coefficients bn
and cn. The remaining components are Πtt = Πti = 0 by
the Landau frame condition. In principle, A, B and C
could also depend on ∂t, but in the hydrodynamic gradi-
ent expansion one can use the conservation equations to
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replace temporal derivatives by spatial ones in a system-
atic way [31].

It follows from Eq. (11) that each even order in gradi-
ents introduces one new transport coefficient, while each
odd order higher than one introduces two. We find it
remarkable that such a simple argument implies that the
number of independent transport coefficients at a given
order in the gradient expansion of linearized hydrody-
namics does not grow with the order, but is limited.

An analogous situation occurs in the series expansions
of ω⊥, ω±‖ around k = 0. Since ω+

‖ , ω−‖ obey the relation

ω+
‖ (k) = −ω−‖ (k)∗, their series coefficients are not inde-

pendent. These coefficients are real for odd powers of k,
and purely imaginary for even powers of k. ω⊥ is given
by a series expansion in k2 with purely imaginary coeffi-
cients. Therefore, each even order in Eq. (7) introduces
two new real parameters, while each odd order introduces
just one. This counting matches the number of indepen-
dent transport coefficients in Eq. (11), and suggests that
it is possible to express an, bn and cn, see Eq. (12), in
terms of the hydrodynamic dispersion relations (7).

Matching– We now show explicitly that there is a direct
relation between A, B and C defined in Eq. (11) and the
hydrodynamic dispersion relations (7). Any observable
can be used to perform matching, and here we choose to
match to the microscopic shear and sound mode disper-
sion relations, in turn.

For the shear mode, with the wave vector choice we
made in (6), the only non-zero components of σjl are

σ1,d−1 = σd−1,1 = i k u1 (13)

where we have taken u = (u1, 0, . . . , 0) with no loss of
generality due to rotational invariance. πujl and πεjl vanish

identically for this mode since ∂iu
i = ε = 0.

The conservation of the energy-momentum tensor (1),
in combination with the hydrodynamic constitutive rela-
tion (11), predicts the following dispersion relation

ω̃⊥(k) = −i 1

s T

∞∑

n=0

ank
2n+2. (14)

Demanding that ω̃⊥(k) agrees with the microscopic shear
hydrodynamic mode ω⊥ at every order in an expansion
around k2 = 0 fixes the an coefficients to be

an = [k2n+2] (i s T ω⊥) , (15)

where the notation [kp] (f) denotes the coefficient of kp

in the series expansion of f around k = 0.
With A(∂2) fixed, we determine B(∂2) and C(∂2) by

considering the sound mode. Now u = (0, . . . , 0, ud−1),
ε 6= 0 and

πujl = −1

2
k2σjl. (16)

Furthermore, the only non-zero components of σjl and
πεjl are

σjj = − 2

d− 1
i k ud−1, j = 1...d− 2, (17a)

σd−1,d−1 =
2 (d− 2)

d− 1
i k ud−1 (17b)

πεjj =
1

d− 1
k2 ε, j = 1...d− 2, (17c)

πεd−1,d−1 = −d− 2

d− 1
k2 ε. (17d)

In the end, the conservation equations reduce to

− i ω ε+ i k s T ud−1 = 0, (18a)

− i ω s T ud−1 +
1

d− 1
i k ε+

+
d− 2

d− 1

∞∑

n=0

(2 an − bn−1) k2n+2 ud−1+

+
d− 2

d− 1

∞∑

n=0

i cn k
2n+3 ε = 0, (18b)

where we have introduced b−1 ≡ 0 for brevity. Note
that the conservation equation (18a) does not depend
on transport coefficients as a result of our frame choice.
Eqs. (18) has two solutions, ω̃+

‖ (k) and ω̃−‖ (k), given as

series expansions around k = 0, whose coefficients de-
pend on an, bn and cn. Demanding that these quanti-
ties agree with the microscopic sound modes ω+

‖ (k) and

ω−‖ (k), the matching conditions for bn and cn are

bn = [k2n+4]

(
−i d− 1

d− 2
s T

(
ω+
‖ + ω−‖

)
+ 2 i s Tω⊥

)
,(19a)

cn = [k2n+4]

(
− k2

d− 2
− d− 1

d− 2
ω+
‖ ω
−
‖

)
. (19b)

The coefficients an, bn and cn are directly related to the
transport coefficients defined in the standard way. Up to
third order in gradients one has

a0 = η, a1 =
η2 τπ
s T

− 1

2
θ1, c0 =

2 η τπ
(d− 1) s T

,

b0 = θ2 −
2 (d− 3) η2 τπ

(d− 1) s T
. (20)

The explicit relation between hydrodynamic dispersion
relations (7) and hydrodynamic constitutive relations as
encapsulated by Eqs. (15) and (19) is our main result.
Its importance stems from the fact that it connects well-
studied hydrodynamic dispersion relations as series in
small k with real space hydrodynamic constitutive re-
lations which previously have only been tested at large
orders for expanding plasma systems. In the rest of the
paper, we explore the implications of this relation on the
radius of convergence of the hydrodynamic gradient ex-
pansion in real space.
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Large order behaviour– The analytic properties of the
dispersion relations can be used to constrain the growth
of transport coefficients. We expect that in a microscopic
theory which respects relativistic causality, the hydrody-
namic dispersion relations ω⊥(k) and ω±‖ (k) have at least

one branch-point singularity in the complex k-plane. One
justification for this expectation is of empirical nature,
as it is realized in theories of causal hydrodynamics and
holography. In the Supplemental Material we provide
an additional argument in favour of it. Importantly, it
implies that ω⊥(k) and ω‖(k) cannot be polynomials in
k, so the hydrodynamic gradient expansion (11) following
from the matching conditions (15) and (19) must contain
an infinite number of terms. Moreover, the transport co-
efficients an, bn and cn grow geometrically in a manner
controlled by the position of the branch points closest to
k = 0 [32]

lim
n→∞

|an|
1
n = |k(A)

∗ |−2, (21)

where |k(A)
∗ | denotes the modulus of the branch point

location, and analogous expressions hold for bn and cn.

Note that |k(A)
∗ |, |k(B)

∗ |, |k(C)
∗ | correspond to the closest

branch point between ω⊥ and ω‖ as dictated by Eqs. (15)
and (19). The power appearing on the right hand side of
Eq. (21) is due to the fact that the transport coefficients
are coefficients of a Taylor series in k2.

Convergence– The convergence properties of the se-
ries (11) depend on the behavior of the transport co-
efficients an, bn and cn as well as on the particular solu-
tion ε and u. In this Section we show that the support
in momentum space of the latter plays a crucial role in
determining the radius of convergence of the gradient ex-
pansion. We will focus on square-integrable functions,
thus excluding trivial cases for which the gradient ex-
pansion truncates at a finite order.

We start by assuming that the flow is homogeneous
in the x1, ..., xd−2 directions, and define x ≡ xd−1. Fur-
thermore, we take the Fourier transforms of ε(t, x) and
ui(t, x), ε̂(t, k) and ûi(t, k), to vanish for |k| > |kmax|. In
the linearized regime, the support is time-independent
and thus this condition is a restriction on the support of
the initial data.

According to the Paley-Wiener theorem [33], the

Fourier transform of a square-integrable function f̂(k)
supported in |k| ≤ |kmax| is an entire function of expo-
nential type |kmax| [34]. In particular, it follows that

lim sup
n→∞

|f (n)(x)| 1n = |kmax|. (22)

Let us consider now the A-contribution to (11). For a
compactly-supported ûi, σjl(t, x) will be of exponential
type |kmax| for all times. Hence,

lim sup
n→∞

|∂2n
x σjl(t, x)| 1n = |kmax|2. (23)

Applying the root test results in the following conver-
gence criterium for the A-contribution to (11)

lim sup
n→∞

|an∂2n
x σjl(t, x)| 1n =

|kmax|2

|k(A)
∗ |2

< 1. (24)

Analogous arguments apply to the remaining pieces
of (11), with the conclusion that the gradient expansion
of the constitutive relations will be a convergent series if
and only if the support of the hydrodynamic perturba-
tions and their time-derivatives at t = 0 does not exceed
the smallest of |k(A)

∗ |, |k(B)
∗ | and |k(C)

∗ |.
The condition for the convergence of the gradient ex-

pansion spelled out above applies to arbitrary longitudi-
nal fluid flows. Note that previous real space statements
about the convergence or divergence of the hydrodynamic
expansion were based on case studies of comoving flows
in simple expanding spacetimes. Our analysis here covers
a large class of models and does not make any simplifying
symmetry assumptions about the longitudinal spacetime
dependence.

Even if divergent, the partial sums of the gradient ex-
pansion only grow geometrically as long as the support
of the initial data in k-space does not extend to infinity.
If it does, this geometric divergence is enhanced to the
factorial one known from the studies of expanding geome-
tries [13, 16–20, 35]. The ambiguity of the sum is then
related to the multi-sheeted structure of the dispersion
relations ω(k) for |k| > |k∗| [23–25] and requires contri-
butions from nonhydrodynamic modes to be resolved.

For a flow without any symmetry restrictions, we can
argue heuristically that the same convergence conditions
hold. Let us focus again on the A-contribution to (11).
Truncating the series to N -th order results in

−
∫

Rd−1

dd−1k

[
N∑

n=0

an
(
k2
)n
]
σ̂ij(t,k) eik·x, (25)

where we have interchanged the order of summation and
integration. According to Eq. (21), the partial sums ap-
pearing in Eq. (25) are convergent as N →∞, provided

that they are evaluated at |k| < |k(A)
∗ |. Outside this

(d − 1)-dimensional sphere we get a non-convergent se-
ries. Hence, it seems natural to assume that the condition
for Eq. (25) to converge as N → ∞ is that the hydro-

dynamic variable û does not have support past |k(A)
∗ |.

Analogous arguments would hold also for the B- and C-
pieces, supporting the fact that the convergence criterion
spelled out before is fully general.

An illustrative example– For illustration, we now con-
sider a shear channel perturbation in the Müller-Israel-
Stewart (MIS) theory of hydrodynamics [36–38],

ε = 0, u = (u1(t, x), 0, ..., 0). (26)
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The only tensor structure contributing to Eq. (11) is the
shear tensor and the only nontrivial independent compo-
nent of the constitutive relations is

Π1,d−1(t, x) = −
∞∑

n=0

an(−1)n∂2n+1
x u1(t, x). (27)

The an transport coefficients can be computed in closed
form, since the shear hydrodynamic mode is known ex-
actly [11],

ω⊥(k) = i
−1 +

√
1− 4D τπ k2

2 τπ
, (28)

where D ≡ η/(s T ) = (d − 1)/(d − 2) Γ is the diffusion
constant. MIS contains also a single nonhydrodynamic
shear mode which differs from Eq. (28) by the sign of the
square root. The final result for the an coefficients is

an = s T CnDn+1τnπ , (29)

where Cn are the Catalan numbers. Therefore,

|k(A)
∗ | =

(
lim sup
n→∞

|an|
1
n

)−1/2

= 1/
√

4D τπ, (30)

which is also the location of the branch points of
Eq. (28), where the hydrodynamic and the nonhydro-
dynamic mode collide.

The initial state of the system is fully specified
by u1(0, x) and ∂tu1(0, x). We take u1(0, x) = 0 and

∂tû1(0, k) =
1

2π
e−

1
2γ

2k2Θ(k2
max − k2), (31)

where Θ is the Heaviside step function. As seen in
Fig. 1, the real space gradient expansion is conver-
gent for k2

max < 1/(4D τπ), geometrically divergent for
1/(4D τπ) ≤ k2

max < ∞, and factorially divergent for
kmax → ∞. This is exactly what is expected on the
basis of our general analysis.

Discussion and outlook– We have shown that the ra-
dius of convergence of the real space hydrodynamic gra-
dient expansion evaluated on a solution of the evolution
equations is determined by the momentum space sup-
port of the initial data. This represents a major step for-
ward beyond earlier studies of expanding systems. Any
statement about the convergence of the derivative series
should thus be viewed as pertaining to the asymptotics
of specific solutions and does not impact the definition of
hydrodynamics which rests on its ability to match these
asymptotics to those of underlying microscopic theories.

The applicability of hydrodynamics is connected with
the radius of convergence of the gradient expansion only
in the sense that both issues reflect the presence of a reg-
ulator sector consisting of transient, nonhydrodynamic
modes required by causality. The regime of applicabil-
ity of hydrodynamics is determined by the scale where
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FIG. 1. Main plot: Ratio test applied to the gradient expan-
sion (27), where δn denotes the n-th contribution. We use
γ = 0.1 and consider t = 1, x = 0.5 with s = T = η = τπ = 1,

in such a way that |k(A)
∗ | = 0.5. From top to bottom,

kmax = 0.55, 0.51, 0.49, 0.45. The gradient expansion is con-

vergent for kmax < |k(A)
∗ | and geometrically divergent oth-

erwise, as expected. Inset: root test applied to δn when
kmax → ∞. The geometric divergence of the gradient ex-
pansion is enhanced to a factorial one, manifest here in the

asymptotic linear growth of |δn|
1
n with n.

specific calculations begin to be sensitive to the nonhy-
drodynamic mode spectrum [39].

It is very important that complete information about
the nonhydrodynamic sector is encoded in the gradient
series itself. In the case of an expanding plasma this is
very beautifully expressed by the phenomenon of resur-
gence [40], which makes it possible to extract the form of
the full solution from the asymptotic series [16, 18, 41].
The integration constants necessary to describe any com-
plete solution enter that procedure as transseries param-
eters. An analogous encoding of nonhydrodynamic data
in the hydrodynamic sector is seen in the analytic con-
tinuation of dispersion relations [23]. Generalizations of
these ideas based on developments reported in this Letter
are the subject of ongoing research [42].
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Supplementary material

Our main objective in this appendix is to provide addi-
tional arguments in favor of the two hypothesis regarding
the behavior of the hydrodynamic dispersion relations
put forward in the main text:

1. ω(k) has at least one singularity in the complex
k-plane.

2. This singularity is a branch point.

We start by recalling that, under a metric fluctuation
ηµν → ηµν + hµν , the response of the energy-momentum
tensor expectation value in the thermal state is controlled
by the retarded two-point function

Gµν,αβ(t,x) = −iΘ(t)〈
[
Tµ,ν(t,x), Tαβ(0, 0)

]
〉 (A.32)

as

δ〈Tµν(t,x)〉 =

= −1

2

∫

R1,d−1

dt′ ddx′Gµν,αβ(t− t′,x− x′)hαβ(t′,x′).

The expectation values are taken in the background ther-
mal state. Defining

Gµν,αβ(t,x) =

∫

R1,d−1

dω dd−1k e−iωt+ik·xĜµν,αβ(ω,k),

(A.33)
and similarly for hµν , Eq. (A.33) can be written as

2(2π)−dδ〈Tµν(t,x)〉 =

= −
∫

R1,d−1

dω dd−1k e−iωt+ik·xĜµν,αβ(ω,k)ĥαβ(ω,k).

Hydrodynamic and nonhydrodynamic frequencies appear
as poles of Ĝµν,αβ(ω,k) which, due to rotational invari-
ance, only depend on k2 [48]. To discuss the interplay
between relativistic causality and the analyticity proper-
ties of these frequencies, we consider the following setup:
we imagine that our metric fluctuation is only active at
t = 0 and, furthermore, we also assume that it only de-
pends on xd−1 ≡ x,

hµν(t,x) = δ(t)fµν(x). (A.34)

In momentum space,

ĥµν(ω,k) =
1

2π
δ(k1)...δ(kd−2)f̂µν(k), (A.35)

where we have also defined k ≡ kd−1. Hence,

2(2π)1−dδ〈Tµν(t, x)〉 =

= −
∫

R1,1

dω dk e−iωt+ikxĜµν,αβ(ω, 0, ..., 0, k)f̂αβ(k).

Perfoming the integral with respect to ω, we obtain

δ〈T̂µν(t, k)〉 =

NH∑

q=0

ξµνq (k)e−iωq(k)t+

+

NNH∑

q=0

Ξµνq (k)e−iΩq(k)t + b.c. (A.36)

In writing the spectral decomposition (A.36), we have
deformed our original integration contour along the real
ω-axis to isolate the contributions coming from the sin-
gularities of Ĝµν,αβ(ω, k) in the lower half of the complex
ω-plane. NH , NNH refer respectively to the number of
hydrodynamic ωq and nonhydrodynamic Ωq modes ex-
cited by the metric fluctuation, while the excitation co-
efficients ξµνq and Ξµνq are determined by the residues of
the retarded correlator at its poles and the initial data.
Finally, b.c. denotes the continuous contributions com-
ing from the branch cuts that might be present. These
contributions are absent in theories of causal relativistic
hydrodynamics and AdS/CFT in the semiclassical limit,
but do appear in kinetic theory.

As a final comment about Eq. (A.36), note that we
have also assumed that any remaining contribution com-
ing from an integral around infinity can be neglected.
This is justified in the case in which our microscopic the-
ory is a CFT and t > 0: for |ω| → ∞ the retarded cor-
relator should reduce to the vacuum result, which does
not grow exponentially fast in the same limit.

Imagine now that fµν(x) is a square-integrable func-
tion supported only for |x| ≤ R. Relativistic causality
demands that, at t > 0, the support of δ〈Tµν(t, x)〉 is
at most R + t. Let us assume that δ〈Tµν(t, x)〉 is also
square-integrable at all times. Then, the Paley-Wiener
theorem [33] tells us that the spatial Fourier transform of
δ〈Tµν(t, x)〉, δ〈Tµν(t, k)〉, is an entire function of expo-
nential type at most R + t, also square-integrable along
the real k-axis. We remind the reader that an entire func-
tion f(z) is a function analytic everywhere in the complex
z-plane, and that an entire function of exponential type
σ is an entire function obeying the bound

|f(z)| ≤ Ceσ|z|, ∀ z ∈ C, C ∈ R+. (A.37)

In the light of the Paley-Wiener theorem, and when the
spectral decomposition (A.36) holds, property 1 follows
by contradiction: if the frequency ω(k) were entire, its
Laurent series expansion

ω(k) =
∞∑

n=1

wnk
n (A.38)

would be convergent ∀ k ∈ C, and the bound (A.37), as
applied to δ〈Tµν(t, k)〉, would be violated. This result is
in line with the conclusions of Ref. [49]. Since ω⊥ is given
by a Taylor series in k2, while ω±‖ are series in k, the only
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possible exception to this behavior would be the case in
which ω⊥ = 0, |ω±‖ | ∝ |k|, which corresponds precisely to

ideal hydrodynamics.
On the other hand, property 2 can be justified as fol-

lows: if ω(k) had a pole, δ〈Tµν(t, k)〉 would develop an
essential singularity at the pole location, thus failing to
be entire. Furthermore, as argued in Ref. [49], for sys-
tems with a finite number of modes a pole in some disper-
sion relation entails that the initial value problem does

not have a unique solution.

A final consequence of property 2 is that nonhydrody-
namic modes must exist in a theory that respects rela-
tivistic causality. These modes, which in principle could
be absent if the singularities in the hydrodynamic dis-
persion relations were poles, appear naturally when ana-
lytically continuing these functions past the branch cuts
that are actually present.
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